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PREFACE

It has become a tradition to hold a positron workshop as a satellite
of the biennial meeting of the International Conference on the Physics
of Electronic and Atomic Collisions (ICPEAC) at a location fairly
convenient to the main meeting. To some extent this was a reaction to
the fact that the large alternate-year conferences on positron
annihilation had become dominated by the field of positron interactions

in condensed matter. The organizers of the first of these workshops
simply wished to re-emphasize the interesting problems involving
"gaseous positronics.” In addition, they wanted a gathering of a

manageable size, where lively discussions and personal interactions
would not be inhibited by sheer numbers of participants.

Each of the subsequent workshops has followed this pattern, aiming
for an attendance of under 100. Several have also featured some unique
variation on the theme of positrons in gases; one year the comparison of
positrons with electrons was emphasized, and one year atomic physics
with positrons was central. Because the fifth workshop in the series
was to be held under the auspices of NASA's Goddard Space Flight Center
it seemed appropriate to devote extra time to astrophysics and
antimatter, along with the more traditional topics. The Workshop on
Annihilation in Gases and Galaxies (July 19-21, 1989) was the result.

'The Organizing Committee had no difficulty in proposing a good list of
invited speakers, and there was quite a large number of contributions as
well.

The present volume contains most of the papers presented at the
Workshop. They have been arranged roughly according to subject matter
but without regard for whether they were invited or contributed papers,
presented orally or as posters. The invited papers were, however,
allowed up to 15 pages, while a limit of 3 pages was imposed on the
contributed ones. Unfortunately, several of the most interesting
contributions will not be found here; they are missing for a variety of
good reasons. Nevertheless, all the topics discussed at the Workshop
are well represented.

It was agreed that there is continuing interest in meetings 1like
this one and that the field of positron physics is lively enough and
developing rapidly enough that the series should be extended. The next
Workshop will be held in Sydney, Australia in 1991.

Richard J. Drachman
November 8, 1989
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POSITRON-ALKALI ATOM SCATTERING

R. P. McEachran, M. Horbatsch, A. D. Stauffer and S. J. Wardt
Department of Physics, York University, Toronto, Canada, M3J 1P3

ABSRACT

Positron—alkali atom scattering has recently been in-
vestigated both theoretically and experimentally in the
energy range from a few eV up to 100 eV. On the theo-
retical side calculations of the integrated elastic and exci-
tation cross sections as well as total cross sections for Li,
Na and K have been based upon either the close-coupling
method or the modified Glauber approximation. These
theoretical results are in good agreement with experi-
mental measurements of the total cross section for both
Na and K. Resonance structures have also been found in
the L = 0, 1 and 2 partial waves for positron scatter-
ing from the alkalis. The structure of these resonances
appears to be quite complex and, as expected, they oc-
cur in conjunction with the atomic excitation thresholds.
Currently both theoretical and experimental work is in
progress on et —Rb scattering in the same energy range.

INTRODUCTION

The study of positron—alkali scattering is of consider-
able interest since these atoms can be viewed as one-
electron atoms with fixed cores, and hence the over-
all system can be considered as an effective three-body
problem. The early theoretical work on et-alkali atom
scattering was confined primarily to the simplest alkali,
namely Li. Low-energy elastic scattering of positrons
from Li in the energy range up to 7 eV was investigated
using the polarized-orbital method by Bui and Stauffer;!
they determined the elastic total and momentum trans-
fer cross sections as well as Z.q. This work was later
extended to Na by Bui.?

On the other hand Sarkar et al® used the first Born
approximation (FBA), the polarized FBA as well as the
modified eikonal method to calculate the cross section for
et-Li scattering for energies up to 500 eV. Borodonaro et
al* and Ferrante et al® used the classical JWKB method
to determine elastic cross sections for energies up to 7 eV
for all the alkalis from Li to Cs. Except for the polarized-
orbital method, all of the above methods are high-energy
techniques and hence are unlikely to produce reliable re-
sults in the low-energy regime, say from 0 up to 50 eV.

In the past few years experimental measurements of
the total cross section in the energy range from a few eV
to nearly 100 eV have become available for et scattering
from K,%7 Na® and Rb% Parallel to this development
there have been several elaborate close-coupling calcula-
tions of the integrated elastic and excitation cross sec-
tions for Li,}0~!¢ Nall~!* and K'?~1® as well as more
recently for Rb.1® The total integrated cross section for

et scattering from Li, Na and K has also been deter-
mined in a modified Glauber approximation!”!® within
the model potential approach and repeated recently for
K in an improved modified Glauber approximation.'®
The overall agreement between theory and experiment
is quite gratifying.

Resonance structures have also been found in the L =
0, 1 and 2 partial waves in the vicinity of the atomic
excitation thresholds in Li, Na and K.1420:21 The widths
of these resonances are quite narrow, varying between
0.2 and 130 meV. In addition some evidence has been
found for the existence of positron—alkali bound states.

Besides excitation, two more inelastic channels need
to be considered, namely ionization and positronium for-
mation. The total ionization cross section for e*-Li scat-
tering has been found using both the FBA as well as by
distorted-wave techniques.??~23

Positron—alkali scattering is also interesting both ex-
perimentally as well as theoretically since the rearrange-
ment channel (positronium formation) is always open.
This possibility should have a pronounced influence on
the elastic and various excitation cross sections at very
low energy. There have been several calculations®4~27
of the positronium formation cross section in the alka-
lis based upon either the FBA or various forms of the
distorted-wave approximation. However, only the two-
state calculation for Li of Guha and Ghosh,?® which in-
cluded polarization potentials in both channels and the
distorted-wave approach of Mazumdar and Ghosh,?® also
for Li, which determined the incident wavefunction via
a polarized-orbital method are liable to prove reliable in
the low-energy regime.

This review will be concerned solely with the recent
theoretical treatments used to determine the integrated
elastic and differential cross sections, the various exci-
tation cross sections and the total cross section for the
alkalis. A brief discussion of the resonance structures
will also be presented. Whenever possible a direct com-
parison with experiment will be made.

THEORY
The close-coupling method

The alkali atoms, to a good approximation, can be
considered as one-electron systems where the valence elec-
tron moves outside a fixed or frozen core, consisting of
the nucleus and the remaining electrons. Based npon this
assumption the alkalis can be treated within the close-
coupling framework in an analogous manner to that for-
mulated by Percival and Seaton® for e™-H scattering.



If the quantum numbers of the valence electron are de-
noted by n,l; 1My Mg and those of the incident positron
by kl;mgmg, then we can define the functions ¥, ac-

cording to

v (rc c) 101'5202)
= (reer7101) Yigemy () Xomy, () (1)

where Y, .. (#;) and x,,,, (7;) represent the angular mo-
mentum and spin functions of the positron and r.o,
and 7,0, represent the space and spin coordinates of
the core and valence electrons respectively. Here v col-
lectively represents the quantum numbers n1l1m1msl
ki;m,mg and & denotes the bound state wavefunction
of the atom. The latter, in turn, is represented by a sin-
gle Slater determinant of the individual electron orbitals.

Since spin-orbit coupling is neglected, the total orbital
and spin angular momentum quantum numbers LSM M,
will be separately conserved during the collision. Conse-
quently, calculations are simplified by using, instead of
7, the alternative representation I' = n kl,l,LSM M.

These two representations are related by the unitary
j

transformation

(M) = 6(n iy, ni15) Cc(, 1 L mll m’2 M’)
x C(} 4 §'ymg mg, M) (2)

If we now define the so-called channel functions ¥, by

¥r(ro.,ri0y,7,0,)
—Z(’V'P ¥, (roci P10, 7,50,) (3)

then the total wavefunction of the system takes the form

¥(r.o.r100,70;)

_Z\I’r‘("c T 1‘71”'2‘72) FP(TZ) (4)

The functions Fj(r,) describe the radial motion of the
incident positron. The close-coupling equations are now
obtained by projecting the Schrodinger equation for ¥
onto ¥; one thus obtains

[ - 295 oy 4 ] £ ) = -2 S V) Fozslr) (5)

where v = n,l,1,

Z
V.(r) = o 22(21 + 1) yo(nl, nl;7)
nl

(6)

V(y,V')p = Z Fallylay 1135 L) ya(ngdy, milysr) (7)
A

and

wa(nyly,mylyir) = r74" 1/ nlll(z)Pnili(z)zAdz+rA.[ Py () Pn;q(z)“’-x—ld” (8)

In the above equations the P’s are the radial atomic
orbitals. The summation in equation (6) is over the core
orbitals and the coefficients f,, given in equation (7), are
defined in Percival and Seaton.3?

If the v'th lmearly independent solution for F,  ;(r) is
now denoted by F), s(r) then the appropriate scattering
boundary conditions are

FYs(0)=0 (9
and -

[6(u, V') sin(kl,r - %r)

: 1
F? ~—_—
VLS(T)T—DOO /_ky

L in
+RE cos(k,r—- )] (10)

Here the coefficients RLS, are the corresponding elements
of the reactance matrix or R matrix which, in turn, is re-

I . -
lated to the scattering matrix S and the transition matrix
T according to

1+4R

ST (1)

and
T=5-1 (12)

The total cross section for the excitation of an alkali
atom from the state n}l; ton,l; is given (in units of 7a3)
by

Y ~ (2L + 1)(28 + 1)
0'(71111 - nlll) gs:;,: 4k2 21[ + 1) l VV'

(13)



and the corresponding elastic differential cross section is
given by

dn (n’l 1 nll;.)

=E (25+1)

16k2, ‘2(25 +1) P (cos8) Ty (14)

L

The modified Glauber approximation

While the conventional Glauber amplitude was found
to work quite well for ef-atom scattering at intermedi-
ate energies®! it was nonetheless shown®? that it could
be improved by correcting its second-order eikonal term
with the counterpart of the second-Born approximation.
Thus, in the so-called modified Glauber approximation,

we have
fue = fa— fea t faa (15)

The total cross section is then obtained by means of the
optical theorem,

o= ‘;—” Sm £(0) (16)
where f(0) is the scattering amplitude in the forward

direction without change in energy.
i

1 .
f(6)= —-2—7;(@, expik; -’ | V('

Here & 1 is the final state atomic wavefunction and

\Il(+) is the solution of the full Schrédinger equation of
the system consisting of the incident positron plus the al-
kali target. The functions x( f) are called distorted waves
and, in principal, are solutions of the full Schrédinger
equation with V(»,»') replaced by just V_(r'). The sub-
scripts (%, f) refer to the initial and final states of the
system and the superscripts (+) refer to outgoing and
incoming wave boundary conditions respectively.

If the scattering amplitude is now evaluated using
the Glauber technique then the first term above repre-
sents the Glauber amplitude of the core-potential scat-
tering and the second term represents the core-corrected
Glauber amplitude of the projectile scattering by the
‘one-electron’ atom.

RESULTS

Lithium )
Several close-coupling calculations for the elastic cross

section as well as various excitation cross sections have

been performed for et-Li scattering by Khan et al'® in
the energy range 2-10 eV, and extended by Sarkar et

) | x

In the case of a larger atom (such as Na or K) one
encounters serious difficulities in an eikonal-type approx-
imation, like the modified Glauber approximation, in the
evaluation of the multiple-scattering terms in the scatter-
ing amplitude. These terms arise from the scattering of
the incident projectile by the core electrons of the target.
In order to overcome this difficulty a model potential ap-
proach was developed by Gien?? for et-alkali scattering.
Here the potential which describes the scattering of the
incident projectile by the alkali atom is expressed as

V(r,#') = Vy(r,#) + V() (17)
where, in the case of a positron
N [ L __ 1
Virr) = =[5 = (18)

is the scattering potential of the projectile by the ‘one-
electron’ atom and V(') is the core potential of the tar-
get atom. Here » and r’ represent the coordinates of the
valence electron and the incident positron respectively.
The core potential, V, of the alkali* ions is also used
to generate the bound-state valence orbitals of the atoms.

In terms of the two-potential formalism3* the scatter-
ing amplitude can be expressed as

(+)>

1 -
7r<xff ) ! Va("'"",) | ‘I’-('+)> (19)

r

al'! to the energy range 15-100 eV. More recently Ward
et al'® have reported similar calculations in the energy
range 0.5-50 eV. In each case the most elaborate calcu-
lation carried out by the above authors respectively was
based upon the inclusion of the 5 atomic states (2s-2p-
35-3p-3d) in the eigenfunction expansion for the total
wavefunction. In the work of Khan et al and Sarkar et al
the analytic Hartree-Fock wavefunctions of Weiss*® were
used for the bound state orbitals whereas Ward et al em-
ployed both frozen-core Hartree-Fock as well as model
potential wavefunctions.?®

On the other hand Gien!® has given results for the
total cross section for e*-Li scattering based upon the
core-corrected modified Glauber approximation in the.
energy range from 40 to 1000 e¢V. So far there are no
experimental measurements with which to compare.

In table 1 we present the 5-state close-coupling results
referred to above for the elastic, the resonance transi-
tion and the total cross section together with the total
cross section determined in the core-corrected modified
Glauber approximation. These results are also shown in
figure 1.



TABLE 1. Elastic, resonant excitation and total integrated cross sections (wa2) for et-Li
scattering in the energy range 0.5-100 V.

Refs. 10, 11 Ref. 13 Ref. 18

Energy (eV) 2s-2s 2s-2p Total 2s—2s 2s-2p Total Total

0.5 351.95 351.95
1.0 212.15 212.15
1.5 183.58 183.58
2.0 169.49 21.24 190.72
3.0 106.87 72.29 179.16
4.0 67.79 78.07  151.10 71.86 79.09 160.36
5.0 48.46 79.10 135.29 52.11 81.68 145.11
7.0 29.14 73.99 112.80 31.19 77.61 121.04
10.0 17.68 67.33 94.70 18.13 68.15 97.27
15.0 9.93 56.43 74.89
20.0 7.17 49.53 63.38 7.51 47.35 61.00
30.0 4.97 38.90 48.16 5.14 36.54 45.56
40.0 4.07 30.14 37.32 4.08 20.84 36.68 35.67
50.0 3.37 24.23 30.00 3.44 25.21 30.77 30.82
70.0 24.37
80.0 2.37 14.48 18.25
100.0 1.99 10.63 13.69 18.71
The close-coupling results of Sarkar et al and Ward dures used to determine the cross sections. On the other
et al are in satisfactory agreement; the slight differences hand, the differences between the cross sections of Khan
_could be attributed to the use of different bound state .et al and Ward et al are somewhat more than what might
wavefunctions as well as the different numerical proce- be expected from these causes.
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FIG. 1. The 5-state close-coupling elastic, resonance excitation and total cross section
and the modified Glauber total cross section for e*-Li scattering: (— — —), Khan et al'®
and Sarkar et al;!! (——), Ward et al;!® (- - -), Gien.18
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The total cross sections of the core-corrected modi-
fied Glauber approximation are either comparable to or
lie above the close-coupling results with the difference
increasing with increasing energy. However, it should be
noted that the total cross sections in the close-coupling
procedure include neither excitations to bound levels with
principal quantum number n > 4 nor the ionization and
positronium formation channels.

In the close-coupling calculations of positron-alkali
collisions of Ward et al'#?® and Horbatsch et al*! a
number of resonances in the L = 0, 1 and 2 channels
have been found in the vicinity of the atomic excita-
tion thresholds. The appearance of such resonances near
thresholds is well established in electron scattering from
atoms and in particular from the alkalis.37-38 In positron-
atom scattering, resonance structures have been calcu-
lated in detail only for the et -H system.?® However, hy-
drogen is quite different from the alkalis in many ways.
In particular, its energy levels are degenerate and a large
contribution to its dipole polarizability can be attributed
to the continuum P states. In the alkalis, whose polar-
izabilities are very large, over 98% of the dipole polar-
izability comes from just the resonant excitation transi-
tion. Also significant is the fact that in the alkalis the
Ps formation channel is open at zero energy.

from 4-state (2s—2p-3s-3p) and 5-state close-coupling
approximations were diagonalized and the eigenphase
sum was computed according to

Z i (E) = Z tan™'(2,) (20)

where the A; are the eigenvalues of the respective R ma-
trices. The resonances for which the eigenphase sum
underwent a change of 7 rad were analyzed in terms of
the single-resonance Breit-Wigner formula

1
S (B = nP(E) + tant I (21)
; Epgw — E

by means of a method described by Nesbet.3” In figure 2
we show the eigenphase sum for I = 0 from both 4- and
5-state close-coupling calculations based upon model po-
tential wavefunctions. We first note that the 4-state cal-
culation yields different results in the vicinity of the 2p
threshold (1.844 eV). Thus the presence of the 3d or-
bital, as a closed channel, in the eigenfunction expansion
plays a key role in developing the discontinuity present
in the 4-state calculation into the usual resonance shape.
Nonetheless, the eigenphase sum changes by only 2 rad

In the work of Ward et al'* the R matrices obtained at E_,, = 1.86 eV with a full width T = 35 meV.
J
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FIG. 2. The eigenphase sum for L = 0, et-Li scattering in a 5-state (

), and 4-state

(-~ — -) close-coupling approximation. The dashes indicate the positions of the excitation
thresholds in the model potential approximation at 1.844, 3.367, 3.829 and 3.874 eV.

As can also be seen from the figure there is a 5-state
resonance below the 3s excitation thresold (3.367 eV)

which is not present in the 4-state results. The resonance
parameters here are E_,, = 3.01 eV and T’ = 40 meV. A



narrow resonance, E . = 3.365 ¢V, T = 1 meV oc-
curs immediately below the 3s excitation threshold; it
is present in both the 4- and 5-state eigenfunction ex-
pansions. The 5-state calculation also displays a further
narrow resonance just below the 3p excitation thresold
(3.829 eV) which is missing in the 4-state results. Ward
et al'%20 have shown that this general type behaviour in
the L = 0 channel persists in the L = 1, and 2 channels
as well, not only for Li but also for Na and K,

At zero energy Ward et al'%20 point out that the s-
wave (L = 0) phase shifts for Li, Na and K start at least
at 7 rad since they begin with negative slopes (positive
scattering lengths) and the polarization potential, which
dominates at zero energy, is attractive. This implies the
possible existence of at least one bound state in these
et-alkali systems.

However, Ps formation is possible at zero energy and
hence the shape, position and even the existence of res-
onances could be radically altered when this channel is
properly taken into account in a calcualtion. The situa-
tion with respect to the existence of bound states in the
et-alkali systems could also be altered.

Sodium

On the theoretical side the situation for e*-Na scat-
tering is somewhat the same as for lithium. Sarkar et
al'! have carried out close-coupling calculations of the
elastic cross section as well as various excitation cross

sections in the energy range 4-100 eV. Similar calcula-
tions have also been reported by Ward et al'® in the
energy range 0.5-50 eV. The most elaborate calculation
by Sarkar et al was based upon the inclusion of 4 atomic
states (3s-3p-3d-4p) in the eigenfunction expansion for
the total wavefunction. On the other hand, the most ac-
curate results of Ward et al were based upon the 5-state
expansion (3s-3p—3d-4s—4p). In the work of Sarkar et al
the analytic Hartree-Fock wavefunction of Clementi and
Roetti*® was used for the ground state and the wavefunc-
tions of Kundu et al*’ and Kundu and Mukherjee#? for
the excited p- and d-states respectively. The frozen-core
wavefunctions of Ward et al were determined from the
model potential of Peach.3® Ward et al also performed a
4-state calculation but based upon the atomic states (3s—
3p-3d-4s) and hence a direct comparison of their results
with those of Sarkar et al is not possible. Nonetheless,
the overall agreement between these two sets of close-
coupling results is satisfactory.

Gien!® has also given results for the total cross section
for et -Na scattering based upon the core-corrected mod-
ified Glauber approximation in the energy range from 40
to 1000 eV. In table 2 we present the 4-state (Sarkar et
al'!) and 5-state (Ward et al'3) close-coupling values for
the elastic, the resonance transition and the total cross
section as well as the total cross section determined by
Gien'8 in the core-corrected Glauber approximation.

TABLE 2. Elastic, resonant excitation and total integrated cross sections (ra?) for et-Na

scattering in the energy range 0.5-100 eV.

Ref. 11 Ref. 13 Ref. 18
Energy (eV)  3s-3s  3s-3p Total 3s-3s  3s-3p Total Total
0.5 341.24 341.24
1.0 205.18 205.18
1.5 175.53 175.53
2.0 189.47 189.47
2.5 130.92 48.23  179.15
3.0 110.22 66.11 176.33
3.5 87.52 6747  165.75
4.0 71.48 66.87 144.19 73.96 69.25 159.21
5.0 54.24 72.37  137.78 54.13 69.99  144.71
7.0 - 33.04 65.91 121.57
7.5 3054 72,80 12087
10.0 19.78 65.82  102.54 19.84 59.21 98.81
15.0 11.82 54.56 74.89
20.0 8.84 46.46 65.04 8.98 44.61 63.78
~30.0 6.56 38.67  51.13 6.49 35.83  48.50 .
"~ 40.0 5.41 33.56 43.04 5.35 29.93 39.59 29.62
50.0 4.74 26.52 34.30 4.67 25.67 33.61 26.41
70.0 7 7 21.68
- 80.0 - 3.53 14.25 1931
100.0 3.04 11.04 15.30 17.18
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However, it should be noted that, in contrast to Li,
where only the elastic, and resonance transition cross
sections are of significant magnitude, the other excita-
tion cross sections in Na (i.e. 3s-3d, 3s—4s and 3s—4p) do
contribute appreciably to the total cross section. When
compared with the corresponding close-coupling values
for the total cross section the core-corrected modified
Glauber results appear to be too low at energies below
100 eV.

For Na there are the experimental data of Kwan et
al® for the total cross section with which to compare.
However, since experimentally it is not possible to dis-
criminate against positrons scattered elastically through
small angles about the forward direction, a knowledge
of the elastic differential cross section enables one to es-

timate how much flux has been lost by means of this
3

effect. Thus Ward et al'® calculated an effective elastic
cross section defined as

T do, 2
a:f' =27 ‘/aosme Eh_l dé (a3) (22)

where 8, is the lower limit of the experimental angular
discrimination. An estimate of this quantity has been
made in the experimental measurements of Kwan et al®
for several values of the energy of the incident positron.
When this effective elastic cross section is added to the
various excitation cross sections an effective total cross
section is  obtained which can, more meaningfully, be
compared with the experimental data. In figure 3 we il-
lustrate the various theoretical results referred to above
for the total cross section for et-Na scattering together
with the experimental data.
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FIG. 3. The total cross section for e*-Na scattering: (— — —), 4-state close-coupling

approximation (CCA), Sarkar et al;'! (

), 5-state CCA, Ward et al;!3 m, effective 5-

state CCA, Ward et al;'® (- - -), core-corrected modified Glauber approximation, Gien;!®

O, experimental data, Kwan et al 8

The overall agreement between the effective total cross
section of Ward et al'® and experiment is quite satisfac-
tory over the entire energy range below 50 eV. It should
be noted that below 20 eV it becomes very important to
make allowance for the fact that experimentally there is
a serious loss of flux from positrons elastically scattered
through small angles. However, the effective cross sec-
tion is highly sensitive at low energies to the particular
value used in equation (22) for the cut-off angle 8,. The

r
value of 6, increases rapidly as the energy decreases and

hence the apparent structure in the effective cross section
may be artifical.

Above 20 eV the total cross sections of Sarkar et al'!
are also in quite satisfactory agreement with experiment.
On the other hand the total cross section determined in
the core-corrected modified Glauber approximation by
Gien!® appears to be slightly too low in this energy re-
gion.



Potassium

In the case of e*~K scattering several close-coupling
calculations of the elastic cross section as well as various
excitation cross sections have been reported by Ward et
al.}2-15 The most elaborate of these is a 5-state (4s-4p-
5s-3d-5p) calculation, which employed model potential
wavefunctions,® in the energy range 0.5 to 50 eV.

Once again Gien'® has reported results for the total
cross section for et~K scattering based upon the core-
corrected modified Glauber approximation in the energy
range from 40 to 1000 eV. However, more recently Gien!®
has repeated these calculations in an improved Glauber

]

approximation in the energy range from 11 to 102.5 eV.
In his original work!® only the contribution from the
4s intermediate state to the second Born term for one-
electron atom scattering was evaluated exactly; i.e. the
remaining contributions were determined via closure. In
his most recent work!® the contributions from the 4p
and 5s as well as the 4s intermediate states have been
evaluated exactly.

In table 3 we present the 5-state close-coupling values
of Ward et al'® for the elastic, the resonance transition
and the total cross section together with the total cross
sections as determined by Gien'®1® in the core-corrected
modified Glauber approximation.

TABLE 3. Elastic, resonant excitation and total integrated cross sections (ra3)
for e*-K scattering in the energy range 0.5-102.5 eV.

Ref. 13 Refs. 18, 19 Ref. 19
Energy (eV) 4s-4s 4s-4p Total Total Total
0.5 666.57 666.57
1.0 510.78 510.78
15 486.71 486.71
2.0 322.75 79.60 402.35
2.5 239.39 12640  365.79
3.0 184.65 125.42 329.17
3.5 145.34 119.65 208.29
4.0 117.83 112.33 273.44
5.0 82.56 100.14 235.97
7.0 48.96 87.57 189.72
10.0 29.66 80.09 151.56
11.0 38.07 105.85
20.0 14.27 64.65 97.60
21.1 48.85 84.96
30.0 10.66 52.79 74.37
31.2 46.15 70.75
40.0 9.01 44.11 60.44 42.04 61.28
41.4 41.38 59.99
50.0 8.02 37.67 51.33 37.49 52.92
70.0 30.37
76.8 28.52 38.61
100.0 23.61
102.5 23.19 30.76

We first note that, similar to Na, the other excitation

cross sections in K (i.e. 45s-5s, 4s-3d and 4s-5p) make an
appreciable contribution to the total cross section. Sec-
ondly we see that, when the contribution to the second
Born term is evaluated more precisely, the core-corrected
modified Glauber approximation agrees with the close-
coupling results down to 30 eV.

For K there are the experimental data of Stein et al®7

r
for the total cross section with which to compare. In or-

der to obtain satisfactory agreement with experiment at
low energies Ward et al'® again found it necessary to cal-
culate, using equation (22), an effective elastic, and hence
total cross section. In figure 4 we illustrate the above
theoretical results for the total cross for et -K scattering
together with the experimental data.
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FIG. 4. The total cross section for et-K scattering: (
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Once again the overall agreement between the effec-
tive total cross section of Ward et al*® and experiment
is quite satisfactory over the entire energy range below
50 eV. The improved modified Glauber approximation
is similarly in quite satisfactory agreement with experi-
ment down to about 30 eV. It is worth noting that the
K cross sections are, however, much larger in magnitude
than the corresponding ones for Na. This is a reflection
of the larger value of the static dipole polarizability of
K, namely 293 = 6 a3 versus 159 3 a for Na.*®

Rubidium
Quite recently work has begun on the corresponding

5-state close-coupling calculation (5s-5p—4d—6s-6p) for
e*—Rb scattering.’® In this case the bound-state wave-
functions of Rb were determined variationally by means
of a polarized frozen-core Hartree-Fock technique which
has previously proved to be quite successful in atomic
structure calculations on Na.#%*® This calculation is the
only theoretical research which has been reported so far
for this system.

In table 4 we present the results of this calculation for
the elastic, resonance excitation and total cross section
as well as the effective total cross section, as determined
with the aid of equation (22), for e*~Rb scattering.

TABLE 4. Elastic, resonant excitation and total integrated cross
sections (7a2) for et-Rb scattering in the energy range 3.7-28 eV.

Ref. 16
Energy (eV) 55-5s 5s-5p Tiot ol
3.7 124.23 92.20 289.66 209.28
5.8 62.76 76.18 219.07 170.83
7.8 42.16 77.68 185.58 151.47
17.8 17.64 73.12 114.98 102.69
28.0 12.79 60.27 §6.12 80.31




Once again we observe that the other excitation cross
sections in Rb (i.e. 5s—4d, 5s—6s and 5s—6p) make a sig-
nificant contribution to the total cross section. We also
note that at 3.7 eV nearly 2/3 of the elastic scatter-
ing flux will not be detected experimentally and that
this fraction increases to 4/5 at 7.8 eV. Nonetheless, the
effective total cross section as predicted by this 5-state
close-coupling approximation is monotonically increasing

as the energy of the incident positron decreases. This be-'

haviour is in contrast to the experimental data of Stein
et al® which has a maximum in the low energy regime.
In figure 5 we present the corresponding elastic differen-
tial cross section at several energies. These cross sections
are, as expected, highly peaked in the forward direction
and possess a minimum between 35 and 40° which is
then followed by one or more secondary maxima. This
overall behaviour pattern of the differential cross section
is typical of all the alkalis studied so far.13:14,28,29
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FIG. 5. The elastic differential cross section for e*-Rb scattering in a 5-state close-
coupling approximation: (---), 3.7 eV; (— — —), 5.8 eV; ( ), 7.8 eV.
) ] ' I
CONCLUSIONS maining in low-energy e*-alkali scattering is the accu-

The effective total cross sections, as determined in a
5-state close-coupling procedure, are in quite satisfactory
agreement with the experimental data for Na and K; the
exception to this is Rb. When the second Born term
in the core-corrected modified Glauber approximation is
evaluated accurately this approach will also yield total
cross sections in agreement with experiment down to rel-
atively low energies. For the alkalis, Li, Na and K, the
the close-coupling approximation predicts an extensive
series of resonance structures associated with the atomic
excitation thresholds and holds forth the possibility of
true bound states in these et -alklai systems. The same
situation will no doubt be true for the remaining alkalis.

However, the most important theoretical problem re-

rate inclusion of the positronium formation channel; ion-
ization is, of course, also important. The incorporation
of these two channels into, say, a close-coupling calcula-
tion, could have a major effect upon the resulting cross
sections at lower energies and could seriously influence
the various resonance structures as well as alter the sit-
uation with respect to the existence of bound states in
the et-alkali systems
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ABSTRACT

Absolute total scattering cross
sections (Qr's) have been measured for
positrons and electrons colliding with
sodium, potassium, and rubidium in the
1-102 eV range, using the same apparatus
and experimental approach (a beam
transmission technique) for both
projectiles. The present results for
positron-sodium and -rubidium collisions
represent the first Qr measurements
reported for these collision systems.
Features which distinguish the present
comparisons between positron- and
electron-alkali atom Qp's from those for
other atoms and molecules
(room-temperature gases) which have been
used as targets for positrons and
electrons are (1) the proximity of the
corresponding positron- and
electron-alkali atom Q's over the
entire energy range of overlap, with an
indication of a merging or near-merging
of the corresponding positron and
electron Qp's near (and above) the
relatively low energy of about 40 eV,
and (2) a general tendency for the
positron-alkali atom Qr's to be higher
than the corresponding electron values
as the projectile energy is decreased
below about 40 eV.

INTRODUCTION

One of the incentives for making
direct comparison measurements between
positron- and electron-scattering from
the same target gases is the potential
that such comparisons have for providing
deeper insight into atomic scattering
phenomena than may be acquired by
studying the scattering of only one type
of projectile from various gases. Since
positrons, being the antiparticles of
electrons, have the same magnitudes for
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the mass, charge, and spin as the
electron, but have the opposite sign of
charge, comparison measurements of the
scattering of positrons and electrons by
atoms and molecules can reveal
interesting differences and similarities
that arise from the basic interactions
which contribute to scattering. The
exchange interaction contributes to
electron scattering but does not play a
role in positron scattering. The static
interaction (associated with the
interaction of the projectile with the
Coulomb field of the undistorted atom)
is attractive for the electron and
repulsive for the positron, while the
polarization interaction (resulting from
the distortion of the atom by the
charged projectile) is attractive for
both projectiles. The net effect of the
static and polarization interactions is
that they add to each other in electron
scattering whereas they tend to cancel
each other in positron scattering.

Thus, if one considers just the
contributions from the static and
polarization interactions, in general,
Qr's for positrons would be expected to
be smaller than those for electrons at
low energies. As the projectile energy
is increased, the polarization and
exchange interactions eventually become
negligible compared with the static
interaction, and the expected result is
a merging of the corresponding positron
and electron Qr's at sufficiently high
projectile energies. Two scattering
channels that are open only to positrons
are (1) annihilation, which is
negligible for the positron energies
(>0.2 eV) that have been used in
positron-beam scattering experiments,
and (2) positronium (Ps) formation,
which has a threshold energy 6.8 eV



below the ionization threshold energy of
the target atom.

The general treands observed in
comparisons of the total scattering of
positrons and electrons by the
room—-temperature gases that have been
investigated appear to be consistent
with predictions based on the simple
interaction model described above. As
illustrations of these %eneral trends,
comparison measurements =4 for the inert
gases (Ne, Ar, and Kr) which correspond
to the alkali metal atoms (Na, K, and
Rb) discussed in this article, are shown
in Figs. 1, 2, and 3 respectively. 1In
these Figures, one can see (1) the
tendency for the measured positron-inert
gas Qr's to be significantly lower than
the corresponding electron Qp's at low
energies (except in the immediate
vicinities of the deep Ramsauer-Townsend
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Fig. 1. Comparison of
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total cross sections. The
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indicated by arrows. (From
Kauppila et al., Ref. 1).
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minima for the electron cases as shown
in Figs. 2 and 3), (2) clear indications
in the positron Qr curves of the onset
of Ps formation near the predicted Ps
formation thresholds, and (3) the
tendency for the positron and electron
Qr's to approach each other as the
projectile energy is increased to
sufficiently high energies. Mergings of
positron and electron Qr's have actually
been observed for helium,1 molecular
hydrogen,5 and water vapor6 in the
vicinity of about 200 eV.

It is of interest to consider
whether all atoms and molecules would be
expected to exhibit the same general
tendencies for positron and electron
scattering comparisons as those
described above (and illustrated in
Figs. 1-3). 1In order to investigate
this matter further, we have been
focusing our attention recently on
positron-electron scattering comparisons
for the alkali atoms. The alkali atoms
have a relatively simple electronic
structure with a single loosely bound
valence electron moving outside a core
of closed shells. Although there is
some similarity between the single
valence electron alkali atoms and_atomic
hydrogen, it has been pointed out’/ that
the ground states of the alkali atoms
have different characteristics than that
of the H atom and that approximation
schemes developed for the hydrogen atom
will not necessarily be equally
successful for the alkali atoms. One
difference is associated with the atomic
energy level separations. The energy
separation between the ground state and
first excited states of H is 10.2 eV
whereas the largest corresponding
separation for all of the alkali atoms
is only 2.1 eV (which is for the case of
sodium). The large coupling between the
ground state and the first excited state
of the alkali atoms influences
significantly the behavior of both
elastic and inelastic scattering.
Another feature of the alkali metal
atoms is their very large
polarizabilities relative to
room-temperature gases. As examples,
Na, K, and Rb have polarizabilitie58 of

approximately 159, 293, and 319 ay3
(where a, = Bohr radius), respectively,
in comparison with the corresponding
inert gas atoms, Ne, Ar, and Kr, with
polarizabilities of 2.67, ll.1, and 16.7
ao3, respectively. Another unique
feature of the alkali atoms is that
since they all have ionization threshold
energies less than the binding energy
(6.8 eV) of Ps in its ground state, Ps
can be formed by positrons of
arbitrarily small incident energy, and
thus the Ps formation channel is always
open for these atoms. In contrast to
this, the room temperature gases which
have been used as targets for positrons
and electrons all have Ps formation
thresholds of at least several eV.

Our first report on the measurement
of positron and electron-alkali atom
Qr's was on potassiumg, where we found
that the corresponding positron and
electron Qp's were much closer to each
other over the entire energy range
studied (5 - 49 eV) than had been
observed for any other target atoms and
molecules investigated previously. 1In
this paper, we report our present
positron- and electron-Na, K, and Rb
results from 1 - 102 eV. The
positron-Na and -Rb results represent
the first reported Qr measurements for
these collision systems.

EXPERIMENTAL TECHNIQUE

We use a beam transmission
technique to make absolute Qr
measurements for positrons and electrons
colliding with alkali atoms in the same
apparatus. Details of the apparatus and
technique are provided elsewhere,g’10 S0
only a brief description of our
experimental approach is provided below.
The positron source is ¢ produced on
site by the 11B(p,n)“C reaction,
generated by bombarding a boron target
with protons from a Van de Graaff
accelerator. The electron source is a
thermionic cathode. A weak, curved
axial magnetic field (produced by a
curved solenoid) is used to guide the
projectile beam from the source region
to the scattering region, and to
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discriminate against high energy
positrons coming from the source. The
measured full-width at half-maximum of -
the energy distribution of the detected
positron beam is less than 0.10 eV,
while that of the electron beam is
between 0.15 and 0.20 eV.

A schematic diagram of the
alkali-atom scattering system is shown
in Fig. 4. The main component in this
system is the scattering cell consisting
of the main oven body, and a detachable
cylinder which contains the alkali
metal. The weak guiding axial magnetic
field produced by the curved solenoid is
extended into the scattering region by
means of two coils located
concentrically with the entrance and
exlt apertures of the scattering cell.

A Channeltron electron multiplier (CEM)
on the input side of the oven serves
(when its front end is biased
apppropriately) as a detector for
positrons or electrons about to enter
the oven. When the cone (front end) of
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Fig. 4. Experimental setup for
measuring total cross sections for
alkali atoms. (From Stein et al.,
Ref, 9).

that detector is placed at ground
potential, the projectile beam is
permitted to pass through the oven and
the transmitted beam is detected by
another CEM at the output end of the
oven. A retarding element (which
becomes coated with the alkali metal
effusing from the oven) located between
the oven and the output CEM is used to
measure the projectile energy as well as
to provide additional discrimination
(beyond geometrical considerations)
against projectiles scattered through
small angles in forward directions.

Our Qr's are determined by
measuring (1) the ratio, R.g14, of the
output CEM to the input CEM counts per
second when the oven is relatively cool
so that there is a negligible
vapor-pressure in the oven, and (2) the
ratio, Rypge of the output CEM to the
input CEM counts per second with the
oven at an elevated temperature so that
there is a high enough vapor-pressure in
the oven to attenuate the projectile
beam appreciably. The purpose of using
the ratio of the output CEM to the input
CEM counts per second is to normalize
the transmitted beam intensity with
respect to the incident beam intensity.
Determinations of (1) the beam
transmission ratio, Rpor/Reg1d, (2) the
number density, n, of the alkali atoms,
which is determined by measuring the
temperature of the oven and by using
published vapor pressure data,11 and (3)
the beam path length, L of the
projectiles thorough the oven, can be
used with the relationship,

Rhot = Reo1ld €xp(-nLQr)
to obtain absolute positron- and
electron-alkali atom Qp's. It should be
recognized that a major potential source
of error in our Qr measurements is
related to the accuracy of the
determination of n which is limited by
the accuracy of our measurements of the
scattering cell temperature, and by the
accuracy of the vapor pressure data that
we use. As a result of our continuing
efforts to improve our determination of
n (by improving the accuracy of our
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measurements of the scattering cell
temperature and by trying to identify
the most reliable vapor pressure data in
the literature), we feel that the
present positron- and electron-K and
electron-Na Q measurements 10 should be
regarded as superseding our
corresponding earlier measurements.g:12

RESULTS AND DISCUSSION
Electrons

Our present electron-Na, and -K, Qr
measurements (Kwan et al.lo) are shown
in Figs. 5 and 6 respectively along with
prior measurementsl3'19 and
theoreticalzo'22 results. The present
electron results were obtained using the
same apparatus and technique as was used
for our positron measurements.
walters2V has obtained Qr's for
electron-Na and -K collisions by adding
the partial cross sections that he
selected from existing theoretical and
experimental results for the elastic
(Qg), resonance excitation (Qr, which
represents the 3s-3p transition for Na,
and the 4s—4p transition for K), the sum
of other discrete excitations (QD), and
the ionization (Qp) cross sections.
Since Walters reported these Qr values,
Qr and cross sections for numerous other
discrete excitations have been measured
by Phelps and Linl® for Na and by Phelps
et al.l8 for X, and we have added these
more recent excitation cross section
results (rather than the Qg and Qp
values used by Walters) to the values of
Qg and Qr selected by Walters, to obtain
the Qp curves shown in Figs. 5 and 6 for
Na and K, which we refer to as
"Walters-Phelps curves”. Our measured
electron-Na Qr values are in reasonable
agreement with the shape and absolute
values of the Walters-Phelps curves and
in good agreement (averaging about 107%
lower) with the theoretical values of
Msezane22 who added the elastic,
resonance excitation, 3s-3d, 3s-4s,
3s-4p, and 3s-4d cross sections obtained
from his 6 state close-coupling
calculation to existing direct
jonization cross sections obtained by
others. Our measured electron-K Qt
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values are also in quite good agreement
with the corresponding Walters—-Phelps Qr
curve, averaging only about 10% lower
from 20 to 50 ev. Of the prior
measurements, the indirect
determinations of Srivastava and
Vuskovicl® for Na, and of Vuskovic and
Srivastaval9 for K, (who used their own
crossed-beam measurements of
differential cross sections for elastic
scattering and for a number of different
transitions from the ground state, and
ionization cross sections measured by
others) are in the closest overall
agreement with the present corresponding
measurements. As the energy is reduced
below 10 to 20 eV, there is a tendency
for our measured electron-Na and -K Qp's
to fall somewhat further below the
corresponding curve of Msezane (for Na)
and the Walters-Phelps curves. We feel
that the explanation for this trend in
Na and K may be as follows. The bias on
the retarding element shown in Fig. 4 is
always set within 1.25 V of the
"cut-off” retarding voltage for the
projectiles, and since the Na and K
excitation thresholds are 2.10 eV and
1.61 eV respectively, there should be
100% discrimination against all
inelastically scattered projectiles. 1In
the vicinity of 20 eV for Na and K, the
Walters-Phelps results in Figs. 5 and 6
show that the elastic scattering cross
section (Qg) is about 20% of Qp for Na
and about 25% of Qp for K, and becomes
an even smaller fraction of Qr as the
electron energy increases toward 50 eV.
As the electron energy is reduced below
10 eV on the other hand, Q rapidly
becomes a progressively larger fraction
of Qr, and at 5 eV, Qg accounts for more
than 507 of Qr for both Na and K. 1In
addition, the angular discrimination of
our apparatusg’1 against elastically
scattered projectiles becomes poorer as
the projectile energy decreases. For
instance, the angular discrimination for
electrons is estimated to be about 13°
near 5 eV, 99 near 10 eV, 79 near 20 eV,
and is about 5° or less from 30 eV to
100 eV. (The angular discrimination for
elastically scattered positrons is
somewhat poorer than that for electrons,
but behaves in a similar way, being
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about 13° near 10 eV, 11° near 20 ev, 9°
near 30 eV, and continuing to improve
with increasing energy, reaching about
59 from 75 to 100 eV.) Our estimates of
errors introduced into the electron-Na
and -K Qr's due to an inability to
discriminate against projectiles
elastically scattered through small
angles in the forward direction suggest
that as the electron energy is reduced
below 10 to 20 eV, the increasing ratio
of Qg to Qr, and the poorer angular
discrimination may account for our
measured Qr's falling further below
Msezane's results2? and the
Walters—-Phelps curves. At 20 eV and
above on the other hand, we estimate
that the amount by which our measured
Qr's would be low due to our inability
to discriminate against projectiles
elastically scattered through small
angles in the forward direction, should
be of the order of 10% or less for
electron-Na and -K collisions. Taking
into consideration the uncertainty in
our determination of the number density
of atoms in our oven (*20%), and the
potential errors in our measured Qr's
associated with the angular
discrimination of our measurements, the
closeness (and the consistency) of the
close—coupling electron-Na Qr results of
Msezane?2 and the Walters-Phelps
electron-Na and -K Qr curves to our own
corresponding measured values gives us
some confidence that our experimental
technique and apparatus for measuring
electron-alkali atom Qr's is basically
sound. Since the same apparatus and
technique is used for the positron
measurements, we feel that they should
not be greatly in error.

Positrons

The present measured positron-Na,
-K (Kwan et al.lo) and -Rb (preliminary)
Qr's are shown in Figs. 7-10 along with
prior theoretical results.23-33 Tyo
separate Figures (Figs. 7 and 8) have
been used for Na because of the
abundance of theoretical results for
this system. Ward et al,25,32 paye
performed five-state close-coupling
calculations of Qp for positron-Na and
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-K collisions that include the cross
sections for elastic scattering,
resonance excitation, and a few other
discrete excitations (3s-4s, 3d, 4p for
Na and 4s-5s, 3d, 5p for K) but do not
include the cross sections for Ps
formation and for ionization which are
both expected to be relatively
small29,23 above 10 eV. McEachran et
al.33 have extended such Qr calculations
to Rb where they include the cross
sections for elastic scattering,
resonance excitation (5s-5p), and other
discrete excitations (5s~4d, 6s, 6p) and
do not include the cross sections for Ps
formation and for ionization. 1In
addition, Ward et al.25,32 (for Na and
K) and McEachran et al.33 (for Rb) have
used our estimates of our angular
discrimination along with their
differential elastic cross section
results to calculate effective cross
sections, Qgff, which represent their
theoretical estimates of the Qp's that
we would be expected to obtain if the
only error in our measurements were that
associated with our inability to
discriminate against projectiles
elastically scattered through small
angles in the forward direction. Our
measured Qr's are in reasonable
agreement with their corresponding Qp
calculations for Na (Fig. 7) and K (Fig.
9) and are even closer to their Qeff
values (within 10% over most of the
energy range of overlap). For Rb (Fig.
10), our measured Qr's are in good
agreement with the theoretical Qpff
values of McEachran et al.33 for all
energies of overlap above about 6 eV.
However, as the positron energy is
reduced below 4 eV, our measured Qr
values decrease sharply, whereas the
theoretical Qpfg values of McEachran et
al. continue rising, and this gives rise
to a significant discrepancy at the
lowest energies of overlap. Aside from
this puzzling discrepancy at the lowest
energies in the positron-Rb case, there
is good overall agreement between the
close-coupling approximation Qg¢f
results of Ward et al.22, for
positron-Na, -K and of McEachran et
al.33 for positron-Rb for most of the
energy range of overlap. The
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positron-Na Qr results of Ward et al.2>
are also quite close to the earlier
four-state close-coupling agBroximation
Qr results of Sarkar et al. (Fig. 7)
which include their cross sections for
elastic scattering, resonance
excitation, 3s-3d and —~4p excitations,
and the Ps formation cross sections
calculated by Guha and Mandal,23 and
first Born approximation values of
ionization cross sections obtalned by
Walters20, The positron-Na and -K
modified Glauber approximation ("MG3")
Qr results (Figs. 8 and 9) of Gien30,3l1
are in reasonable agreement with the
present results.

Positron and Electron Comparisons

In Figs. 11-13 our direct
comparison measurements between
positron- and electron-Na, -K, and -Rb
Qr's are shown along with selected
experimentalm’16‘1 and
theoretical?0,25,32 regylts. It should
be noted that even though, as mentioned
earlier, a major potential source of
error in our absolute Qrp determinations
is associated with the determination of
the number density of atoms in the
scattering cell, our direct
positron-electron comparison
measurements should still be meaningful
because essentially the same oven
temperatures are used for each
projectile for a given alkali atom.
find that Na, K, and Rb each exhibit
remarkably similar Qr's for positron and
electron collisions over the entire
energy range that has been studied.

(The only indication of a substantial
difference between the positron and
electron Qr's for these atoms so far is
at the lowest energies studied for Rb,
where the measured positron Qp decreases
abruptly as the positron energy is
reduced below 4 eV.) We also find that
our corresponding positron and electron
Qr's for Na, K, and Rb merge within the
uncertainties of the measurements in the
vicinity of 40 eV and remain essentially
merged up to the highest energies
studied thus far., 1In sharp contrast to
the case for positron- and electron-room
temperature gas Qp's, the positron-Na,

We
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-K, and -Rb Qr's become increasingly
higher than the corresponding Qr's for
electrons as the projectile energy is
reduced from 40 eV down to the lowest
energies studied in each case with the
exception of the lowest energies for Rb
shown in Fig. 13 (preliminary results).

It is interesting that when the
Walters—-Phelps electron-Na and -K Qr
curves are compared with the
corresponding positron-Na and - Q§
results obtained by Ward et al.25,32 3s
shown in Figs. 11 and 12 respectively,
mergings, or at least near-mergings of
the positron and electron Qr's are
observed to occur in the vicinity of 30
to 50 eV, and as the projectile energy
is reduced below this energy range, the
positron Qr's are observed to become
increasingly larger than the
corresponding electron values for each
of these atoms. The close—coupling
electron-Na Qr results of Msezane?Z are



consistent with this picture since they
are in good agreement with the
Walters-Phelps curves showa in Fig.
Thus, the comparisons between the
Walters—Phelps electron-Na, and -K Qr
curves (and the Msezane22 curve for Na)
and the close-coupling results of Ward
et al.25,32 for positrons colliding with
Na and K tend to support our
observations of a merging (or
near-merging) of the positron and
electron Qr's near the relatively low
energy of 40 to 50 eV, and also support
our observations that the positron Qr's
are higher than the corresponding
electron values below 40 eV (at least
down to the lowest energies studied thus
far). If these observations are
correct, it is of interest to consider
why the comparisons between positron and
electron scattering from the alkali
atoms indicate a dominance of the
positron— over the electron-Qr's at low
energies whereas for the
room-temperature gases, the situation is
for the most part, reversed. Why do the
room—-temperature gases (illustrated by
Figs. 1-3) all seem to fit, in general,
the simple interaction model referred to
in the Introduction which implies that
the positron cross sections at low
energies would be expected to be lower
than the corresponding electron cross
sections? That prediction was based
upon the tendency toward cancellation of
the static and polarization interactions
in positron scattering, in contrast to
the addition of these interactions 1in
the electron case. Why do the alkalil
atoms appear to be showing the opposite
behavior?

11.

Perhaps the simple argument
referred to in the Introduction
concerning the relative roles of the
static and polarization interactions is
applicable to the total scattering cross
section if the dominant contribution to
it is elastic scattering for both
positrons and electrons. However,
perhaps when inelastic processes become
dominant for either positrons or
electrons (or both), this argument in
its simple form no longer applies to a
comparison of their total scattering
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cross sections. Theoretical
investigations by walters20,34 of
electron—alkali atom scattering indicate
that with increasing energy beyond the
first excitation thresholds (which are
2.10 eV or less for the alkali atoms)
there is a change-over from a situation
where polarization effects are dominant
to one in which flux loss3% becomes
dominant. Figs. 11 and 12 indicate that
the resonance excitation becomes the
dominant contribution to positron and to
electron scattering from Na and K near
the relatively low energy of 10 eV. It
can also be seen from Figs. 11 and 12
that while the elastic cross section
(Qg) is predicted to be somewhat larger
for electrons than for positrons above
10 eV, it makes a relatively small
contribution to Qr as the projectile
energy is increased above this energy.
On the other hand, Figs. 11 and 12
indicate that the resonance excitation
cross section (Qg) is significaatly
larger for the positron than for the
electron at low energies and is the main
contribution to Qp above 10 eV. We have
chosen not to show a comparison of the
sum of the other discrete excitations
(Qp) for positrons and electrons in
Figs. 11 and 12 because Ward et al.25,32
have only included cross sections for
three such excitations for Na(3s-4s, 3d,
4p) and K(4s-5s, 3d, 5p) whereas the
Qp's used for the Walters-Phelps Qp
electron curves in Figs. 11 and 12
include 14 such excitations. However it
is interesting to note that for the 3
corresponding excitation processes in Na
and K which have been calculated for
positron525:32 and measured for
electrons,16a18 the positron cross
sections tend to be significantly larger
than the corresponding electron cross
sections at low energies, similar to the
situation shown for the resonance
excitation in Figs. 11 and 12. The
positron- and electron-Na and -K
ionization cross sections are expected
to be small, and i1if the positron- and
electron-He ionization cross section
comparisons35 can serve as a guide, one
might expect Qp for the positron-Na and
K collisions to be larger than the
corresponding electron values. In



addition to this, although the
theoretical predictions of Qpg by Guha
and Mandal23 shown in Figs. 7 and 9
indicate that Qpg makes a relatively
small contribution to Qp for energies
above 10 eV, this 1s still an additional
inelastic contribution to Qp which does
not have a counterpart in
electron-alkali atom collisions, and it
appears (as seen in Figs. 7 and 9) to be
playing an increasingly important role
in Qr as the positron energy decreases
below 10 eV. The above information
suggests that the positron-alkali atom
Qr's may rise above the corresponding
electron values as the projectile energy
is reduced below 40 eV mainly due to the
relatively large contributions to Qp by
inelastic processes (especially
excitation) which are predicted to have
larger cross sections for positrons than
for electrons at these low energies.
Although the elastic cross section for
alkali atoms is predicted to be slightly
larger for electrons than for positrons
at low energies (between 5 and 50 eV),
it appears that Qg contributes too
little to Qr to make Qp larger for
electrons than it is for positrons, as
is the case for the room—temperature
gases in this energy range.

It should be noted that although
our observations indicate a merging of
the positron- and electron-Na and -K
Qr's at the relatively low energy of
about 40 eV, and a dominance of the
positron Qr's over the corresponding
electron Qr's at lower energies, and
although this picture is supported by
the comparisons of the Walters-Phelps Qr
curves (and the Msezane 22 curve) for
electrons with the Ward et al.23,32
close—coupling approximation results for
positrons, modified Glauber (MG3)
calculations by Gien30,31 for positron-
and electron—-Na and -K collisions, shown
in Figs. 14 and 15 predict a different
behavior for the positron-electron
comparisons. According to Gien's
calculations,30’31 the positron- and
electron-Na and K Qr's do not merge even
up to energlies as high as 1000 eV, and
furthermore, the electron Qp's are
larger than the positron Qr's over
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essentially his entire energy range. It
should be noted however, that whereas
Gien's positron-Na and -K Qr's are in
quite §ood agreement with those of Ward
et al.25,32 (and Sarkar et al.?4 for
Na), his electron Qr's are somewhat
higher than those associated with the
Walters-Phelps curves for Na and K and
the results of Msezane? for Na. It is
also of possible interest that Gien has
not included the effects of exchange in
his electron calculations.

FUTURE DIRECTIONS

Based upon our direct comparison
measurements of Qr's for positron- and
electron-alkali atom collisions up to
the present time, we feel that it would
be of interest to address the following
points in future research. (1) Is there
actually a merging (or near-merging) of
Qr's for positron- and electron-Na, K,
and Rb collisions in the vicinity of 40
eV, and are the positron Qp's larger
than the corresponding electron values
below that energy as our observations
(preliminary for Rb) indicate? As
mentioned above, our observations tend
to be supported by a comparison (Figs.
11 and 12) of the Walters—Phelps
electron-Na and -K Qr curves (and
electron-Na Qr's obtained by Msezane 22
using a close-coupling approximation)
with the corresponding positron values
obtained by Ward et al. 5,32 ysing a
close-coupling approximation. However
the modified Glauber approximation (MG3)
results of Gien22 for Na and K suggest a
gsignificantly different behavior for the
positron and electron comparisons (Figs.
14 and 15). Up to the present time,
theorists who have done close~coupling
approximation calculations of Qr for
positron-alkali atom collisions have not
done them for electron-alkali atom
collisions and vice versa. In order to
conduct a more stringent theoretical
test of the validity of our observed low
energy mergings and the reversal of the
"normal” arrangement of positron and
electron Qr's at low energies, it could
be helpful if theorists who have done a
close-coupling approximation calculation
for one of these projectiles colliding

with an alkali atom would do a
comparable close-coupling approximation
calculation for the other projectile.

In a certain sense, this could be
considered to be the theoretical
counterpart to our having measured Qr's
for the two projectiles in the identical
apparatus using the same experimental
technique as opposed to comparing our
measured positron-alkali atom Qt's to
another experimental group's measured
electron-alkali atom Qp's. (2)
Although the positron and electron
elastic scattering cross sections
predicted by Ward et al.25,32 and
Walters, respectively, for Na and K
collisions are in the usual order from
about 5 to 50 eV (the electron Qg's
being higher than the corresponding
positron values), it is curious that the
the positron and electron Qg's appear to
cross each other (Figs. 11 and 12) in
the vicinity of 5 eV, so that as the
projectile energy is reduced below 5 eV,
it appears that the positron Qp's are
larger than the corresponding electron
values. 1Is this representative of the
actual situation, or is it possible that
the Ward et al. calculation of Q at
these low energies is too large due to
the neglect of Ps formation, which may
be playing a more important role as the
positron energy decreases. (3) 1If our
observed low-energy mergings_a?
positron- and electron-alkali atom Qr's
are valid, this may provide additional
evidence that mergings of positron- and
electron-atom Qr's can occur at
unexpectedly low energies. 1In this
connection it should be noted that the
first observationl of such a low energy
merging was for He where the positron
and electron Qr's were found to merge
(to within 2%) near 200 eV. The
distorted wave second Born approximation
(DWA) calculations of Dewangan and
Walters3® predict that a merging of the
positron and electron-He Qp's (to within
2%) does not occur until 2000 eV. These
calculations also indicate that at 200
eV, where Kauppila et al.l have observed
the merging of positron and electron
Qr's, the electron total elastic cross
section is about 2.4 times as large as
the corresponding positron cross

24



section. Thus at the energy (about 200
eV) where the positron and electron Qr's
have been observedl to merge, the
partial contributions (such as Qg) to Qp
are apparently behaving much differently
for positrons than for electrons. A
comparison37 of a calculation of Qr for
54.4-300 eV positron-atomic hydrogen
collisions by Walters3’ (using a
pseudostate close-coupling approximation
that is supplemented by the second Born
approximation) with similar calculations
for electrons by Van Wyngaarden and
Walters38 indicates a situation similar
to that just described for helium in the
sense that the Qr's for these
projectiles remain very nearly merged
down to the lowest energies studied
(54.4 eV) whereas the cross section for
elastic scattering is about 3 times as
large for electrons as for positrons at
54.4 eV, while the cross sections for
the 1ls-2s and 1s-2p excitations are
larger for positrons than for electrons.
Our present observationslO indicate that
the alkali atom Qp's may be merging at
energies considerably lower than the
asymptotic energies at which the first
Born approximation 1is valid,39 but based
upon the information in Figs. 11 and 12,
the partial elastic and inelastic
contributions to Qp may be at least
close to separately merged where the
Qr's appear to be merging, in possible
contrast to the He and atomic hydrogen
situations. 1In relation to the question
of mergings of positron and electron
cross sections at unexpectedly low
energies, it is of interest that a
theoretical analysis by Dewangan40
related to higher order Born amplitudes
calculated in the closure anroximation
has been shown to imply34s4 that if
electron exchange can be ignored in the
electron-scattering case, and if the
closure approximation is valid, then a
merging (or near-merging) of positron-—
and electron-atom Qr's can occur at
energies considerably lower than the
asymptotic energies at which the first
Born approximation is valid. (4) 1In
light of the information (theoretical
and experimental) that we have on
positron and electron scattering
comparisons up to the present time, it
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is interesting to consider the
possibility that at low energies, in
general, elastic scattering cross
sections for electron-atom collisions
may tead to be larger than those for
positron-atom collisions (aside from
complications like Ramsauer-Townsend
effects), whereas inelastic scattering
cross sections for positron-—-atom
collisions may tend to be larger for
positrons than they are for electrons.
Perhaps the simple explanation given in
the Introduction for why the electron
Qr's are larger than the corresponding
positron values at low energy applies
only to elastic scattering. Could there
be a correspondingly simple explanation
for why inelastic scattering cross
sections may tend to be larger for
positrons than for electroans in general
(if this is indeed the case)? (5) 1In
relation to item (4), it would be useful
to have direct positron-electron
comparison measurements (using the same
apparatus and experimental technique) of
resonance excitation cross sections for
the alkali atoms to see if it is the
case (as indicated by the comparisons
shown in Figs. 11 and 12) that the
resonance excitation cross section is so
much larger for positrons than it is for
electrons at low energies. This would
be of particular interest in view of the
indications shown in Figs. 11 and 12
that the resonance excitation becomes
the main contribution to Qp at energies
above 10 eV or so. (6) What is the
contribution of Ps formation to Qp in
positron-alkali atom scattering? The
theoretical calculations of Qpg shown in
Figs. 7,9, and 10 suggest that it plays
a relatively unimportant role above 10
eV, but is increasing as the positron
energy is reduced toward zero. As was
mentioned above, it is possible to form
Ps in collisions with alkali atoms at
arbitrarily small positron energies.
Does Qpg increase without limit as the
positron energy approaches zero? It
would be useful to have direct
measurements of Qpg for positron-alkali
atom collisions at low energies to
investigate questions such as this.
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ABSTRACT

Differential cross section results are calculated for the
elastic scattering of electrons and positrons from the ground
state of Rb and Cd atoms. An optical model potential approach
is used for the calculation. Results are compared with the
available electron impact experimental results,

I. INTRODUCTION

In the present workshop we wish to report our theoretical
study of the elastic scattering of electrons and positrons by the
ground state of Rb and Cd atoms. Since the differential cross sections
(DCS) as compared to total cross sections provide more rigorous test-
ing for theories and experiments we mainly evaluate the DCS results
at various incident projectile energies, especially at energies for
which electron impact experimental results are available. However,
the direct measurements of the DCS for positrons elastically scattered
from alkali and heavy atoms are also becoming available. In our study
we describe elastic scattering of electrons and positrons from RD

and Cd.atoms in the framework of an "optical model potential approach”
{OMPA)

II. THEORY '

The choice of optical model potential used in our OMPA can
be expressed as

(r) =V (r) + Vex(r) + Vp

vopt st ol(r) e (1)

The first three terms on the right hand side of equation (1) represent
respectively the static, exchangeand polarization potentials. Exchange
potential is absent for positron scattering. We obtajn static potent-
ial using multi-zeta type Hartree-Fock wavefunction fog Rb and Cd.
For exchange potential following widely used form is used”™ .

1/2

2 2 2
Vo (r) = (k"/2-V_ (r)-[(k"/2-V_ (1)) +8rTR(r)] )/2 ... 02)

ex
Here.? is incident electron wavevector, ¢(r) is atomic target charge
density. For Cd, U = 1 and for Rb, T = -1 and + 1 respectively for
singlet and triplet modes of scatteripg. Following functional form
of the polarization potential is chosen

Voo (r) = = («/2r*)(1 - exp [-(r/r_g)°1) Ca(3)
« is dipole polarizability of target atom. T is cutoff parameter
{see ref. 4) and g 1ls energy dependent adjus%able parameter chosen
such that it provides best fit to electron I1impact exprimental DCS
data. For positron scattering g is taken unity. From the known optical
potential the Schrodinger equation is solved for phase shifts which
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Abstract

The two potential approach is used to study
the resonant 3s-3p excitation of sodium atom by
positrons of energy 40 and 54.4ev.The angular
variation of coherence and correlation param-
eters is presented. Comparison with the cor-
responding parameters in electron scattering is
given to see the role of various interaction po-
tentials in electron and positron scattering.

1 Introduction

The development of positron beams of well
defined energy has led to several experimen-
tal studies on the scattering of positrons with
atomic and molecular systems. Measurement
of total and differential cross-sections for var-
ious excitation and ionization processes are in
progress at several laboratories.
son to the total and differential cross-sections,
the study of angular correlation parameters pro-
vides a much deeper insight into the dynamics
of atomic and molecular collision process. Such
studies have now become possible with electron
beams. With the rapid development in positron
beam technology it is expected that in near fu-
ture angular correlation and polarization cor-
relation measurements with positrons will be-
come feasible. The positron scattering differs
from electron scattering in many ways, such as
the absence of exchange in positron scattering
and absence of positronium formation in elec-

In compari-

tron scattering. The nature of the static poten-
tial is different in the two cases. It is repulsive

PRECEDING PAGE BLANK NOT FILMED
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for positrons and attractive for electrons. This
coupled with attractive polarization in both the
cases leads to totally different distortion of the
incident positron and electron wavefunctions.
A relative comparison of electron and positron
scattering therefore leads to significant informa-
tion on the nature of the interaction potential.

Since sodium atomic targets are most suit-
able for experiments, we report here a theoret-
ical study on the resonant 3s-3p excitation of
sodium atom by positrons at intermediate en-
ergies of 40 and 54.4ev, where positronium for-
mation cross-section would be negligible. The
theoretical approach we follow is based on the
two potential formalism!, which has been found
to yield reliable results at intermediate energies
in our earlier work on electron scattering'?. We
present here the angular variation of the cor-
relation parameters (A, x, < Ly >) and the po-
larization parameters ( P1, P2, P, ) for positron
impact. Relative comparison with electron scat-
tering is also given.

2 Theory

The T matrix for positron scattering, in the
framework of the two potential approach, 1is
given (to the first order) by?,

T=<¢;|U|x}>+<x5|Wslxi> (1)

where the total positron sodium interaction po-
tential V in a channel j is divided as,

V=U;4+W,



The distorted waves are the solution of

Schroedinger equation,

(HO + Ui,f)X;I,-f = EX?,-f (3)

The distorting potentials U; are chosen as

U =Vi+Vi+ Ve @)
where the static, polarization and core poten-
tials for sodium are of the same form (except
for the change of sign of static and core terms)
as given in our earlier work?® on electron sodium
scattering. The differential cross-sections are
given by,

oo + 20,
= (1/4x*) (ks /k) | T 7 P

()
(6)

and orientation parameters are

ag

i—f
Om

The alignment

defined as,
A = 0'0/0'1 (7)
x = arg(a/ao) (8)
<Ly > = —-2V2Im < apa; > Jo  (9)

ao and a; are the excitation amplitudes for m=0
and m=1 magnetic substates. <> denotes spin
average.

The polarization of radiation emitted perpen-
dicular to the scattering plane is given by,

P1 = [I(0°) — I(90°)]/[I(0°) + I(90°)] (10)
[Z(45°) — I(135%)]

P2 = (@) 7 1(135)] (11)

P3 [I(RHC) — I(LHC)] (12)

[[(RHC) + I(LHC)]

The alignment angle of the charge cloud with re-
spect to the incident positron direction is given

by,
v = 0.5arg(P1 +iP2) (13)

The coherence of excitation is determined by the
reduced polarization vector | P | ( which takes
into consideration the depolarizing influence of

34

unresolved fine and hyperfine structure of ex-
cited state of sodium?,

| P =1l P1/er | + | P2/er [ + | P3/c, ],

(14)

where ¢; = 0.141 and ¢; = 0.558. The angular

distribution of the above parameters provides

information about the shape and rotation of the
excited state.

3 Results

Figure 1 shows the differential cross-sections
for positron (solid curve) and electron impact
(dashed curve) excitation of sodium to the 3p
state at 40 and 54.4ev energies. We find that in
the low angle region the positron and electron
cross-sections are nearly equal. This is expected
also, since the low angle scattering is dominated
by polarization potential which is identical in
the two cases. In the large angle region the dif-
ferences come primarily due to the absence of
exchange in positron scattering, and due to the
different nature of static interactions in the two
cases.

Figure 2 gives the angular variation of the \
parameter for positron and electron scattering
at the two energies. We find that for positron
impact only one minima is obtained while for
electron impact two minimas are obtained. The
position of the first minimum in electron scatter-
ing nearly coincides with that of positron scat-
tering.

Figure 3 gives the angular variation of the ex-
pectation value of the angular momentum trans-
ferred during the collision in perpendicular di-
rection by positrons and electrons. We see that
the positron and electron orientation is of oppo-
site sign for low and intermediate angles while
for large angles it is of the same sign. This be-
havior of orientation in positron and electron
scattering is also found in our earlier work on
lithium?3.

Figure 4 gives the angular variation of polar-
ization and alignment in positron and electron
scattering at the two energies. It is seen that



for positron scattering the alignment angle v 1s tor—————
negative in the whole angular range, thus show-
ing that the charge cloud is always aligned away N
from the positron. The alignment in positron
and electron scattering is nearly identical at low
and at large angles.
The reduced polarization | P | is almost unity
in the entire angular region leading to coherent ke
excitation by positrons. z
We thank the Council of Scientific and Indus-
trial Research, India for financial support for the ~ :
above work. SPP thanks the University Grants ol ed e
Commission, India for a research fellowship. Scattering angle © (deg)
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The total cross sections for positron and electron collisions
with potassium, sodium, lithium and rubidium are calculated,
employing the modified Glauber approximation. The MG cross
sections for positron collision with potassium and sodium at low
intermediate energies are found to agree reasonably well with
existing experimental data.

Measurements of total cross sections for collision of
positron with potassium have been performed only very recentlyl

The experimental results of total cross sections for positron
collision by sodium and rubidium have been reported only at this
Workshop2. In view of the success of the modified Glauber
approximation3 in producing good agreement with experimental data
of total cross section in the case of et-He, we have performed
the calculation of total cross sections for positron (and
electron) collisions with potassium, sodium and lithium, again
employing the modified Glauber approximation (MG). The model-
potential approach® will also be used in this calculation to
enable the "exact" inclusion of the scattering effects of the
core of the alkali atonmns. The total cross sections are
calculated via the optical theorem.

In alkali atoms, the energy of the first p states of the
valence electron is only about 2 eV above its loosely bound s
ground state. This results in a strong coupling between these
two states and, thus, a very large dipole polarizability for the
alkali atoms. Therefore, care must be taken in handling the
effect of this particularly strong coupling between these s and p
states. In the modified Glauber approximation, the effect of
this strong coupling is seen to reflect in the large contribution
to the second Born term of the valence-electron-atom scattering
from the first p states, especially in the forward direction
where the imaginary part of the scattering amplitude is used to
calculate the total cross sections. To obtain a greater accuracy
for our MG results, we feel that in this particular case of
scattering by alkali-metal atoms, the contribution to the second
Born term from the intermediate first p states should be
evaluated exactly.

The MG total cross sections of positron (and electron)
scattering from potassium, sodium and lithium were calculated for
scattering energies ranging from about 10 eV to 1000 eV. The MG
positron collision with potassium5 are found to be in good
agreement with experimental data available at low intermediate
energies at presentl, if one takes into consideration the
uncertainty existing in the experimental data due to the
inability of discriminating against the elastically scattered

37
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positrons (electrons) near the forward direction. At higher

scattering energies (60 - 102.5 eV), the MG values tend to be
somewhat smaller than the experimental values, while at lower
energies, the MG values tend to be somewhat greater. We have

also evaluated exactly the contribution to the second-Born term
from the next higher intermediate state (5s for K, 4s for Na and
3s for Li) and we have found that the new values of total cross
section only change minutely in comparison to the values obtained
with the consideration of the closure approximation for this
term. Therefore, we believe that the accuracy of the MG results
will not be seriously affected by the employment of the closure
approximation for the calculation of the contributions to the
second-Born term from other higher excited intermediate states.
The MG values of e*-K collision are found to be consistent also
with those obtained by Ward et al.® in the 5-state close-coupling

calculatiocon.

The MG values of total cross section for electron collision
with potassium5 are also in fair agreement with experimental data
at energies higher than 50 eV. The MG electron cross sections
are, however, found to be somewhat higher than the positron cross
sections. The merging of the two sets of data above 30 eV, as
was observed in experimental datal, does not seem to materialize
in our MG calculation. In our opinion, since the difference
between the electron and positron MG cross sections above 30 eV
is only within 15%, this non-merging of the theoretical data is
still acceptable, in view of the possible uncertainty of the
experimental data mentioned above. It is worth stressing that in
the modified Glauber approximation, the non-merging of the
electron and positron cross sections may be understood as to
originate from the different contribution in positron and
electron scattering to the cross sections from the core
scattering.

For collision with sodium, we found that the positron total
cross sections are also consistently lower than the electron

cross sections for about 10 to 15 percent. The two cross
sections did not merge with each other even at an energy as high
as 1000 eV. The absolute difference between the electron and

positron cross sections now seems to become smaller somewhat,
because sodium is Jlighter than potassium, and therefore, the
effect of its less "cumbersome" core would influence the cross
sections somewhat less. For collision by 1lithium, whose core
effect is much weaker, our calculation in the MG approximation
does indeed provide a merging (within less than 1 to 3 per cent
of difference) of the positron and electron cross sections at a
rather low energy. It would, therefore, be interesting to also
measure the total cross sections for collision by lithium, which
have not been available in the literature. We also found that
for all three of the alkali targets (K, Na, and Li), the total
cross sections for positron and electron collisions, at least
within the modified Glauber approximation, did not deviate from
4 each other at some scattering energy above 100 eV and then re-
merge at a much higher energy. The MG total cross sections for
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positron (electron) scatterings from sodium® are found to be in
reasonably good agreement with experimental datal:2 jip the range

of 10 - 100 eV, and _to be consistent with the results of close-
coupling calculation’ at energies lower than 50 eV. Our values
of e¥ - Li collision are also consistent with the close~-coupling
values?. Our preliminary results of total cross section for e -
Rb collision seem to also be consistent with those calculated in
the close-coupling approximations below 30 eV, and with
experimental data“ below 50 eV,

Table 1 MG total cross sections in'Wé; for e-K, e-Na and e-Li

K Na Li
Energy et e’ Energy et e” et e’
(eV) (eV)
11.00 105.85 102.19 10.0 60.20 72.59 76 .50 80.90
18.20 90.08 98.85 15.0 61.37 70.08 68.60 71.63
21.1¢Q0 84.96 94.97 20.0 56.49 63.37 60.19 62.50
28.20 74 .52 85.12 30.0 46.85 b51.88 47.83 49.40
31.20 70.75 80.98 40.0 39.72 43.79 39.172 40.92
38.40 62.85 71.72 50.0 34.51 38.01 34.06 35.04
48.60 53.97 61.27 54.4 32.65 35.96 32.08 32.99
51.60 51.78 58.75 60.0 30.57 33.68 29.89 30.71
76.75 38.61 44.28 80.0 25.00 27.64 24 .14 24.71
102.50 30.76 36.01 100.0 21.25 23.60 20.33 20.85
150.00 22.57 27.44 150.0 15.65 17.56 14.74 15.10
200.00 17.76 22.32 200.0 12.50 14.16 11.66 11.93
300.00 12.60 16.63 300.0 9.06 10.39 8.32 8.51
400.00 9.86 13.48 400.0 7.18 8.31 6.52 6.66
500.00 8.14 11.43 500.0 5.99 6.98 5.38 5.49
800.00 5.40 8.04 800.0 4.06 4.79 3.57 3.64
1000.00 4.45 6.78 1000.0 3.37 3.99 2.93 2.99
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INELASTIC COLLISIONS OF POSITRONS WITH ONE-VALENCE-ELECTRON TARGETS

MOHAMED ASSAD ABDEL-RAOQUF

Chair for Theoretical Chemistry,

Erlangen-Nirnberg,

ABSTRACT

The total
formation
inelastic
trons and

elastic and positronium
cross sections of the
collisions between posi-
various one-valence-
electron atoms, (namely hydrogen,
lithium, sodium, potassium and
rubidium), and one-valence-elect-
ron ions, (namely hydrogen-like,
lithium-like and alkaline-earth
positive ions) are determined
using an elaborate modified coupl-
ed-static approximation. Special
attention is devoted to the behav-
ior of the Ps cross sections at
the energy regions lying above the
Ps formation thresholds.

The interest of many authors in the
collisions of positrons with one-
valence-electron targets has been
enormously increased in the last
couple of years., In case of atomic
targets (e.g. lithium, sodium, and
potassium), various investigations
have been carried out in order to
calculate the elatsic and excita-
tion cross sections under the as-
sumption that the positronium for-
mation channel, (which is open even
at zero incident energy), has ir-
relevant contribution to the total
inelastic cross sections. Particu-
larly, the very recent results of
Ward et al {1}, (for a review, see
the references therein), have em-
phasized this argument at energies
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above 10 eV in comparison with the
careful experimental results of the
Detroit Group {2}.

For atomic targets (e.g. H, Li, Na,
K and Rb) as well as ionic targets
(e .g. hydrogen-like, lithium-like
and alkaline-earth positive ions),
the author has determined total
elastic and positronium formation
cross sections on a unified basis
by virtue of a coupled-static for-
malism which allows for the switch-
ing on of the positronium polarisa-
tion potentials. He also employed

a restricted coupled-static tech-
nique (with symmetrical reactance
matrices) for the treatment of the
positron collisions with alkali
atoms and alkaline-earth positive
ions, Tables 1 and 2 contain the
results of this treatment. It is
obvious that the role of the Ps
channel increases with the size of
the target and that interesting be-
haviors (resonances) show up in
most cross sections of the problems
considered. In table 3 we find the
values of the elastic cross sections
of the collisions of positrons with
hydrogenlike ions determined at
energies below the Ps threshold of
e - H scattering. Figs. 1 and 2 show
the varlation of the total elastic
and Ps formation cross sections with

a parameter dzrelateg to the inci-
dent energy (k7) by ki = 13.6 (VEngT

+8§)° eV. From“the first figure we
realize that the elastic cross sec-
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Table 2

1

e

Total cross sections (in ag) of the Inelastic collislons of positrons with alkall

atoms calculated by the restricted coupled-static approximation.

kzl (e V) - L1 e - Na e - K e - Rb
%11 12 %11 %2 °11 %12 %11 %,
0.1 941,469 148,392 645,270 77.9%75 719,379 217.2867 1612.455 1475.514
0.3 801.315 91.865 655.901 45,666 320,258 221.573  7849,010 3961,333
0.5 738,766 75.972 704.790 28,423 455.333 297,469  6953.694 1614.430
0.7 680.242 83.902 710,515  100.675 4204.943 124,410 4599,199 1087.248
0.9 645,286 88.222 964,165  460.303 622,312 102.141  4072.006 1145.076
1.0 636.696 90.26) 691.374 89.349 2482,024 367.222 .2522.331 1153.929
3.0 369.131 74,413 458,965 61.487  599.794 176.554  1316,109 52.054
5.0 230.472 58,970 258.300 47,046  399.824 109.816 437.963 60.365
7.0 152.337 47.781 144,570 51.064 253.556 102.289 269.108 77.717
9.0 103,806 32,341 107.87% 56,372  189.309 115.816 313.231 75.563
10.0 85,049 25.222 55.260 59.528 129,054 100.086 282.181 122,521
20.0 27.835 3,558 4.402 4.83) 32.591 36,379 76.223 39,655
30.0 17.929 1.080 2.198 1.459 12.713 8.080 129.875 4.456
40.0 13.760 0.426 2.044 0.574 11,357 0.624 43,668 14, 385
50,0 11.362 0.191 1.818 0.253 10.137 0.249 43,061 13.132

Tatal cross sectlans ((n I:) of the inelastio scatveceing of

posttrons by the alkallne-earth poslitive lons determined by

the restricted ooupled-statio approxisstion, * denctes the

swltching on of the Ps palarisat{on potentials to the second chinnel.

> 0 v 0
ki lev} a -~ Be scattering ‘i('“ s - Ng scouurln»q .
%1 %12 1z 11 Siz %12
1.5 149,684 0.209 1.711 8.0 689,703 3,451 1.929
12.0 319,918 1.593 6.72) 8.3 240.99% 5.410 310.470
1.3 349,797 817 11,907 9.0 383.611 11.378 58.770
130 352.29% 4,732 l‘.}l’ 9.8 320,991 l'.OT{ 70.328
13.5 35s, 200 §.577 19.231 10.0 223.387 28.777 42,9352
s, 0 356,003 8.408 19.56% [0.5 2)1.3%8 J16.087 3).22%
i, 8 383,272 10.7&0 19,794 11.0 233.))) 40.801 59.710
15.0 353,478 12,849 20.423 [1.5 410,385 54.90) 52.)87
15.3 388,290 14,511 21.17% 12.0 )69.%48 Ag.000 35.320
16.0 154,508 16.887 21.83% 12.3 419,207 56.612 +8.878
14.3 152,991 15. 668 22.187 13.0 185.141 53.087 #8.120
17.0 350,438 20,244 22.144 13,3 160,932 16.497 43.922
17,3 IN?. 780 21.8531 21,830 a0 178,77 58.397 43,702
18,0 388,378 22.368 21,346 18,85 173.177 53,809 41.088
18,5 Ja2.908  2Z.73F 20.73% 15.0 170,471 58.082 18,170
20,0 331,088 21.71% 18,231 0.0 102,708 30.500 15,966
0.0 211,310 7,449 5.1%8 30.0 206.952 ,TTH 2.2%2
40.0  233.isd 2,139 1,315 40,0 248,220 0.790 0.4658
c‘- Ca® soattering e*- 3¢* scactering
5.0 262,036 24,351 15F.15% .0 554,004 38,908 1)6.721
5.3 353,236 £0.0%% 83,408 4.5 894.37¢ 43,708 65,744
6.8 127,552 82,120 4%.428 5.0 1076.2M Ag.218 99.28)
6.3 489,018 96,628 83,999 3.3 2hg.aML 43,598 197.28)
7.0 212.229 128,603 39,102 6.0 4A2.209 39,480 206, 148
7.8 528,493 1L8.73F [3a.058 4.5 326.357 164.30% 116.397
8.0 518,028 _107.79¢ 7.0 ¢as.0hs 114.042 206.02)
8.8 195,009 151,287 7,3 140,097 119,481 109.484¢
9.0 506,816 118.065 127.98%L 4.0 20,580 L37.1s2  111.%42
9.8 S78.%¢4 132,336 LIL.192 A5 MEL.ATT 140.0%¢ 73.99¢
10.0 308,080 133,003 112,717 9.0 10,432 98.997  [10.03%
10,53 500,374 39,159 13,772 9.5 523.434 42,4690 48.469¢
_11.0 374.538 111.713 100.03% 19.0 S585.1s2 68,910  10s.221
1.3 472,790 80.4852 88,391 10,9 $69.778 61.807 18,7%
20,0 325.848 23,080 19,897 [1.0 339,941 l10.738 49,981
Jo.o 329,841 1.999 ° 4,303 20.0 412,929 17.725 22.572
0.0 158,746 5,276~ 8,207 30.0 1393.)08 776 5.106
50,0 190,21 5.2 L0 259.288 .72 3. 183

s 180

tions of all ions decrease mono-
tonically with the increase of &,
while the Ps cross sections assume
the opposite behavior and decrease
(almost an order of magnitude) with
the increase of Z,

In Figs. 3 and 4 we present two
examples for our last investigation,
namely the collisions of positrons
with lithium-isoelectronic ions.
There we plot the relation between
the total Ps cross sectiogs and the
iﬂgident energy for et- ¢’% and e*-
N"", respectively,with and without
switching on the Ps polarisation
potentials. It is clear that these
potentials shift the maxima of the
pure coupled-static cross sections
towards the Ps thresholds {3},
Finally, we hope that the present
work would draw the attention of
positron community to the field of
positron-ion collisions and encou-
rage the theorists to investigate
the problems tackled here using
more elaborate techniques.
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TABLE 3 - Total elastic cross-sections (in af) of the collisions of positrons with diffevent
hydrogeniike targets at enevgies below the Ps formation threshold in e™-H scattering.

)

]

H

d
ki(eV)  Targets g
H He* Li** Be'* B** Na'** E 0.20
"
0.1 1.229 0.437 0.1110 0.0415 0.01520 0.001 196 g
05 1112 0.4 0.1108 0.041 4 0.01917 0.001195 s
1.0 3.978 0.430 0.1100 0.0413 0.0191¢  0.001 195 g o®
15 3.956 0.125 2.1695 0.0411 0.019 10 0.001 194 £
2.0 3.738 0.421 2.1090 0.0410 0.01907 0.001 194 &
3.0 3.631 0.417 0.1085 0.0409 0.01903 0.001 193 g 010
33 3.437 0.413 0.1080 0.0408 0.01900 0.001 193 3
1.0 3.350 0.409 0.1075 0.0407 0.01898 0.001 192 b
15 3.267 0.406 0.1070 0.0408 0.01893 0.001 192 2 .10
5.0 3.189 0.402 0.1065 0.0405 0.01889 0.001 131 3
33 3115 0.308 0.1060 0.0403 0.01886 0.00t 191 3
6.0 3.046 0.395 0.1055 0.0402 0.01882 0.001 190 2,
6.5 2.978 0.391 0.1050 0.0401 0.01879 0.001 189 60 65 70 75 80 85 30 &5 100
Fi incident beam (ev)
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scattering with the incident energy. * pure led-static calculations. O coupled-static
with Ps polarization. ‘
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POSITRON-RUBIDIUM SCATTERING

R. P. McEachran, M. Horbatsch, A. D. Stauffer
Department of Physics, York University, Toronto, Canada, M3J 1P3

ABSTRACT

A 5-state close-coupling calculation (5s-5p-4d-6s-6p)
has been carried out for et—Rb scattering in the energy
range 3.7-28.0 eV. In contrast to the results of similar
close-coupling calculations for et -Na and e*-K scatter-
ing the (effective) total integrated cross section has an
energy dependence which is contrary to recent experi-
mental measurements.

INTRODUCTION

During the past several years there have been a num-
ber of elaborate close-coupling calculations for e*-Nal=4
and e*-K2-5 gcattering in the energy region from 0.5
to 100 eV. In addition, there have been other calcula-
tions for these two systems based upon the core-corrected
modified Glauber approximation®7. So far the total cross
sections, as determined by both of these theoretical ap-
proaches, have been in satisfactory agreement with the
corresponding experimental data for Na8 and K%10 both
with respect to the shape and magnitude of the cross
sections.

In comparing theory with experiment it is necessary,
particularly at the very low energies, to compensate for
the fact that experimentally it is not possible to discrimi-
nate against positrons scattered elastically through small
angles about the forward direction. Thus, in making
their comparison with experiment, Ward et al>~® deter-
mined the elastic differential cross section and from this
computed an effective elastic cross section and hence an
effective total cross section.

We report here the first close-coupling calculation for
et-Rb scattering and compare our results with the re-
cent experimental measurements of Stein et al.!!

THEORY

The close-coupling calculations for the alkalis have so
far been based upon a one-electron model for the atom
where the valence orbital, either in the ground or an
excited state, moves in the central potential of a fixed
(frozen) ion core.

This model can be most easily accommodated within
the standard frozen-core Hartree-Fock approximation.'?
Here, the core orbitals of the closed-shell alkali ion are
first computed via the standard fully-varied Hartree-Fock
procedure and then, with these core orbitals held fixed,
a single Hartree-Fock equation is solved in turn for each
of valence orbitals (including the ground state) of the
alkali atom. Although this simple model for the alkali
atoms and alkali-like ions has met with some success in
the determination of ionization energies and oscillator
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strengths for these systems!3~1¢ the overall accuracy of
this model deteriorates with increasing size of the ion
core,

However, this model can be significantly improved,
and at the same time retain its one-electron character, if
core polarization of the valence electron is encorporated
into the model. Two different approaches to the inclu-
sion of core polarization have so far proved quite success-
ful. One method involves the use of a model potential
which includes both the dipole and quadrupole polar-
izabilities of the alkali core.!” The other method first
determines a core polarization potential for the closed
shell Hartree-Fock alkali ions via an adiabatic polarized-
orbital procedure!® and then solves variationally a single
Hartree-Fock equation, which includes this core polariza-
tion potential, for the ground and excited valence states
of the atom.120

In the close-coupling calculations of Ward et al?~5 for
positron scattering from Li, Na and K the model po-
tentials of Peach” were primarily used to determine the
atomic wavefunctions. In the present calculations for et—
Rb scattering we have chosen to use polarized Hartree-
Fock orbitals. Table 1 contains the ionization energies
of the first few s-, p- and d-levels of Rb as obtained
via the regular frozen-core Hartree-Fock procedure (FC-
HF) and the polarized frozen-core Hartree-Fock method
(PFC-HF). Also included are the corresponding experi-
mental values for these ionization energies.?!

TABLE 1. Ionization energies of Rb in atomic units.

PFC-HF

Level FC-HF Experiment
5s 0.137202 0.153621 0.153508
6s 0.058140 0.061719 0.061772
Ts 0.032209 0.033591 0.033624
5p 0.090135 0.096921 0.095472
6p 0.043652 0.045643 0.045218
P 0.025887 0.026760 0.026575
4d 0.060066 0.072899 0.065319
5d 0.033972 0.039773 0.036399
6d 0.021570 0.024397 0.022793

In the determination of the core polarization potential
for Rb* only the 3d, 4s and 4p core Hartree-Fock orbitals
were polarized. As can be seen from the table, the ion-
ization energies for the s- and p-levels which were deter-
mined within the PFC-HF framework are in far better
agreement with experiment than those obtained without
core polarization. On the other hand neither model does



particularly well for the d-levels. This is most probably approximately 10% higher than the experimental value

an indication that the ‘one-electron’ model is beginning of 319 + 6 a3.22
to break down for an alkali the size of Rb.
The FC-HF model yields a dipole polarizability of The close-coupling equations can be written, in differ-

510 a3; the PFC-HF procedure gives 353 a3 which is ential equation form, as
)

(G5~ 2 - 2V + K] Bua ) = =2 V) B 0
where v = n 11,
Vi(r) = Z = 2021+ 1) yo(ndy nls 1) )
r ni
VvV, = Z AU 3/,\(”111,771’11’1}7') (3)
and ’ . -
sty miliin) = 170 [ B (0 Py (0)2 de 02 [ 7B () Py () e a0 (@)

r
The functions Fp(r) describe the radial motion of the much flux has been lost by means of this effect. We have

incident positron and the P’s are the radial atomic or- therefore calculated an effective elastic cross section de-
bitals. The summation in equation (2) is over the core fined as
orbitals and the coefficients f, as well as the subscript T
are defined in Percival and Seaton.?3 e T, .do
In this work we have solved the equivalent integral aeff = 2”,/; sin 6 d(;l d6 (a3) (6)
equation formulation of the close-coupling equations by
a technique which is similar to that used by McEachran where 6, is the lower limit of the experimental angular
and Fraser.”® From the asymptotic form of the solu- discrimination. An estimate of this quantity has been
tions to these equations one can obtain, with the help of made in the experimental measurements of Stein et aJ'!
asymptotic correction procedures,?® the elements, RZS, for each energy of the incident positron. This effective
of the R matrix and hence the corresponding elements elastic cross section is then added to the various excita-
of the S and T matric?s. ) tion cross sections to yield an effective total cross section
The totalfcr,osssectxonﬁ for the excitation of an alkali which can, more meaningfully, be compared with the ex-
ia:)i;om from the state njl] to n,l, is given (in units of 7a2) perimental data.
y

2L+ 1)(25+1 2
o(nyly = n,ly) = E E ( T (25,1 ey ) ITlf‘ué' (5) RESULTS
' v/
LS L1, In table 2 we present our 5-state close-coupling results

Experimentally it is impossible to discriminate against for the elastic, the various excitation cross sections and
positrons scattered elastically through small angles about the total cross section for et-Rb scattering for energies
the forward direction. Thus a knowledge of the elas- between 3.7 and 28.0 eV. Also included in the table are
tic differential cross section enables one to estimate how results for the effective total cross section. The energies

TABLE 2. The elastic, excitation and total integrated cross sections (ra2) for e*-Rb
scattering in the energy range 3.7-28.0 eV.

Energy (eV) 5s-bs  5s-5p  5s-4d  5s-6s  5s—6p Tiot ol
o 37 124.23 9220  67.65 467  0.91  289.66  209.28
5.8 62.76 76.18 75.12 2.50 2.51 219.07 170.83
7.8 42.16 77.68 61.02 1.58 3.14 185.58 151.47
17.8 17.64 73.12 20.52 0.98 2.72 114.98 102.69
28.0 12.79 60.27 10.23 0.88 1.95 86.12 80.31
46



chosen are such that they coincide with those given in
the experimental data of Stein et al.!

We note that the elastic as well as the 5s-5p and 5s-
4d excitation cross sections are the dominate contribu-
tors to the total cross section. By comparing the total
cross section with the corresponding effective one it can
be seen that at 3.7 eV almost 2/3 of the elastic scatter-
ing flux will not be detected experimentally; this fraction
increases to nearly 4/5 at 7.8 eV. Nonetheless, our effec-
tive total cross section increases monotonically as the in-
cident energy of the positron decreases. This behaviour

of the effective total cross section, as predicted by our 5-
state close coupling approximation, is in contrast to the
experimental data of Stein et al'! which has a maximum
in the low erergy region. Unfortunately we can not offer
any explanation for this discrepancy as yet.

ACKNOWLEDGMENTS

We would like to thank Professors T. S. Stein and
W. E. Kauppila for valuable discussions. This work was
supported by the Natural Sciences and Engineering Re-
search Council of Canada.

1 K. P. Sarkar, M. Basu and A. S. Ghosh, J. Phys. B.
21, 1649, (1988).

2 g, J. Ward, M. Horbatsch, R. P. McEachran and A.
D. Stauffer, Atomic Physics with Positrons, ed. J. W.
Humberston and E. A. G. Armour (London: Plenum)
p- 265, (1988).

3 — J. Phys. B. 22, 1845, (1989).

4 Nucl. Instrum. Methods (1989), in press.

5 — J. Phys. B. 21, L611, (1988).

6 T. T. Gien, Chem. Phys. Lett. 139, 23, (1987) (Erra-
tum 142, 575).

7 — J. Phys. B. 22, L129, (1989).

8 C. K. Kwan, W. E. Kauppila, R. A. Likaszew, S. P.
Parikh, T. S. Stein, Y. J. Wan and M. S. Dababneh,
Phys. Rev. A, (1989), submitted.

9 T.S. Stein, R. D. Gomez, Y.-F. Hsieh, W. E. Kauppila,
C. K. Kwan and Y. J. Wan, Phys. Rev. Lett. 55, 488,
(1985).

10 T §. Stein, M. S. Dababneh, W. E. Kauppila, C. K.
Kwan and Y. J. Wan, Atomic Physics with Positrons,
ed. J. W. Humberston and E. A. G. Armour (London:
Plenum) p. 251, (1988).

11 T, S, Stein, C. K. Kwan, W. E. Kauppila, R. A.
Likaszew, S. P. Parikh, Y. J. Wan and M. S. Dabab-
neh, Proc. of the Workshop on Annihilation in Gases
and Galaxies, published in these Proceedings.

12 M. Cohen and R. P. McEachran, Adv. At. Mol. Phys.

47

18, 1, (1084).

13 R. P. McEachran, C. E. Tull and M. Cohen, Can. J.
Phys. 47, 835, (1969).

14 , Astron. and Astrophys. 4, 152, (1970).

15 . E. Tull, M. Jackson, R. P. McEachran and M.
Cohen, Can. J. Phys. 50, 1169, (1972).

, J. Quant. Spectrosc. Radiat. Transfer 12, 893,
(1972).

17 G. Peach, Comment. At. Mol. Phys. 11, 101, (1982)
and private communication, (1986).

18 R P. McEachran, D. L. Morgan, A. G. Ryman and A.
D. Stauffer, J. Phys. B. 10, 663, (1977).

19 R, P. McEachran and M. Cohen, J. Phys. B. 18, 3125,
(1983).

20 M. Cohen and R. P. McEachran, J. Phys. B. 17, 2979,
(1984).

21 C. Moore, Atomic Energy Levels, Nat. Bur. Stand.
Circ. No. 467, Vol I (Washington: U.S. Govt. Print-
ing Office).

22 7. M. Miller and B. Berderson, Adv. At. Mol. Phys.
13, 1, (1977).

23 1. C. Percival and M. J. Seaton, Proc. Camb. Phil. Soc.
53, 654, (1957).

24 R. P. McEachran and P. A. Fraser, Proc. Phys. Soc.
82, 1038, (1963).

25 1,. A. Parcell, R. P. McEachran ard A. D. Stauffer, J.
Phys. B. 20, 2307, (1987).

16







N90-18965 .

THECRETICAL SURVEY ON POSITRONIUM rORMATION AND ICNISATION IN
POSITRON ATOM SCATTERING

Madhumita Basu and A. S.Ghosh
Pepartment Of Theoretical Physics
Indlan Association for the Cultivation of Science

Jadavpur.

The present survey reports the
recant theoretical studies on the
formation of exotic atoms in posi-
trcn-hydrogen, positron-helium and
positron=-lithium scattering sre-
cially at intermediate energy
region. The ionisations of these
targets by positren impact has al-
so been consicered. Theoretical
predictions for both the processes
are compared with existing

measured values.
INTRCCUCTICN

In recent years, amazing deve-
lopments in the studies of positr-
on-stom scattering have been noti-
ced.

the availability of intense and

It has become possible due to

energy resolved positron beam and

sensitive detectors. A large num-

ber of parallel thecretical stud-
glso play a

ies, in recent

big role in it. The present survey

yearse

concentrates on the recent thecre-
tical developments in the studies
of inelastic processes in e+-atom
In warticular, we dis-

follewing two inelas-

PRECEDING PAGE BLANK NOT FILMED
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i) Positronium formaticn in e -
atcm scattering:;

ii) Icnisation of atoms by positr-
on impact.

These two inelastic processes
are nct altogether different.
Fositronium atom may also be for-
This has
reen first predicted by Brauner

med in the continuum,
and Briggsl that the presence of
(e+-e-) pair in the final state of
positron impact icnisation results
in a process known as 'positronium
to the continuum'. This is due to
the energy distribution of the
secondary electron. The London
group (Charlton et al?) reported
the first exprerimental evidence
for a preakx in the energy distribu=-
tion of the secondary electrcons
from positron impact icnisation.

In the last conference on Positron

in Gases in 1987, the toric has
been discussed in details. It is
of no use to repeat this.

In the last workshop on FPosi-
tron in Gases, there are little
discussion akcut the theoretical
mccels emploved to investigate
these tweC important inelastic pro-
alithough.

cesses: results are guc-



ted many times by different spea-

Xers. However: thecretical mecdels
are covered by Ghosh3 in ocur na-
tional conference, In this rssume.
we discuss the theorstical models
developed or employed to investiga-
te these two inelastic
after 198e6.

Due tc the limited
He and

We start with Positro-

processes
time, we

will ccnsider H. Li atoms
as targets,
nium formation in e+-atom scatte-

ring.
Positronium Formation

Positronium (Ps), the decaying
bound state cf the electron and its
antiparticle has presented an allu-
ring challence to experimentalists
and theoretical physicists for over
35 years. Milestones in positronium
research incluces the observation
of its ground state in 1951, obser-
vation of its excited state in 1975
and recent dramatic discovery of
positronium negative ion (Ps”) in
1981.

ground and excited states may ke
) +

Positronium atom, in its

fo:méd in e —étqn and e+-molecu1e
collisions. A large number of theo-
retical studies have been carried
cut to predict capture cross sec-
tions using different theoretical
mccels depending con the energy
range considered. For earlier works
one may ¢o through a series of ex-

cellent reviews (Ghcsh et al4,

50

‘Humberston®., Ghosh3 and Joachain®).

We start with Ps-formation in
e+-He scattering., This is due to
the
experiments have been carried out
for this system (Fornari et a17,
Charlton et alza Fromme et 8181
Diana et alg). A large number of

theocretical investigations have

fact that maximum number of

also been made during the same pe-

riod. Mandal et allo

out a distorted wave mcdel tc pre-

have carried

dict ground state capture whereas
Khan and Ghoshll and Khan et all2
have reported ground and excited
state capture cross section res-
pectively using distorted wave
polarized crbital methiod. McDowell
and Peach13 have also investigated
the same process using classical
theory of charge transfer. To
an idea about the agreement betw-
een the theoretical predictions

have

and measured values, we compare
the Ps formation cross sections

(OPS) in Fig.1l. It is evident from
Fig.1l that all e:xperimental results
except those of Charlton et al are

in fair agreement with ore another.

Here, measured
_ -(1s) - s
Ops = Ops t0o (all excited
states) (1)
whereas theoreticslly
_ 4t1s) (2s), _(2p) "
GPs - 0Ps +OPS +GPs (2)

as calculated by Khan et al.
At

sults seem to urcderecstimate OPS

hicher energies, theoretical re-
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Fig.l. 0,_ in e"-Be scattering:

measured ~wvalues - !, Charlton et
a192; A . Fornari/ et al , Diana et
al”; ¢ « Fromme et 218; Theoretical
results: —. Khan et allZ,

whereas at low energies the agree-
ment is good. Mcreover, experimen-
tal values are higher than first
Born predictions (FBa) even at
3C0.0 eV.

more elzborate calculation to in-

The situstion demands &

vestigate the prcblem at higher
energies.

Ps formation in an e+-atom
ccllision can be ccmpared with
electron transfer in & proton-
It is well known
the

second Born term is of vital impor-

atom collision.
that in ion=-atom scattering.

tance in determining the asymptotic
behaviour ¢f the capture cross sec-
tion. Considering these facts:. we
have used a mocdel in which the

secend-order effects are included
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in a realistic way. We have em-
ployed two second order models to
calculate grouné state capture
cross sections.
be represented by the following

These models may

two equations

SBa Bl . B2
g = T g (3)

B C B
g>° =gs+'§2 (4)
where gBl is the first Born cab-

ture amplitude and gCS is the cap-

ture amplitude cobtained by sol-

B
ving coupled static equations. g 2
is the conventional second Born

2

term. EB is given by

~B2 ’
gvlv(k Ik) =

z -’
1 g dk
2 2

”?2
an y"=1s (k k‘))

w=ig)
B P B

x gor (K k) E)5 (X" %) (s)
. Bl s Bl .+ ,
where gy;v:(x +X) and fy¢v(x 1 %)
are the first Zorn amplitudes in
the direct and rearrangement cha-
nnel respectively., In other words.

in calculating 852,

the surmmation
over the ground state is omitted.
Closure relation is found to e

unsuitable in evaluating the se-

cond Born capture 2mplitude. The
B2 ~22
second Born terms g and g are

evaluated by rataining suitably
chosen target states.
a) Hydrogen Atom

we have started the investi-
gations with hydrogen atom (Basu
and Ghosn'?) as tnis is the trial

horse for the theor=aticians as



most accurdte results are availa-
ble or may be performed only in
case of hydrogen atom. To have re-
liable results. convergence of the
Seccnd Born term with the addition
0f the target state is required.
We have retained two eigenstates
(1s.2s) and three pseudo-states
33 angd 3d).

2P and 33 are taken from Damburg
15

(25, The pseudo states

and Karule and 35 from Rurke and

Webbl®,

pseudo=states.,

Tc justify our choice of

we have evaluated

the direct seconé Born amplitudes

using these states. Table 1 gives

the forward second Born amplitude

for elastic e -H scatterinc along

17 18

with those ©of Holt and Prasad~ .

Taocle 1. Forward second Zorn am-
plitucde for elastic e ~H scatte-
ring (atomic unit).

5]

(V) 50 100 300
Real

Exact” 1.96  1.35  cC.74
3G 1.75 1. 25 0. 65
Imaginary

Exact™ 1. 60 1.51 1.15
BG 1.76 1.54 1.14

*Holt 10, Prasad 1ll.

Present results are in reasocnably
good agreement with those cof ex-
act predictions as given by Holt
and Prasad. This is the reason
kehind our choice of Pseudo-state

in the calculation.
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3CC.0 eV.

We have calculated the diffe-
rentizl cross section (DCS) for
ground state capture in the energy
range 50-360 eV using conventional
second Born approximation (SBA) ang
in the energy range 5C-300 eV by
using model (2) (denoted by BG).
Figg.2 and 3 show$ our DCS using 56

vvvvv

¢aleqQ (a

b ot e

20 20 60 80 W0 120 160 160 180
7 8 {deg)

Flg. 2. Differential cross sectio-
ns (DCS) (ag sr~l) for ground
state capture in e -H scattering
at 80 eV; —, BG; --, SB&; — —,
F3A

}

dafd2 (e 573
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A L i3 1 L
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8 (deg) i
Same as Fig. 2 but at 300 ev.

n

Fig. 3.

and S2A at the energies 80.0 and

The results of the first
Born arproximation (FBA) have also
veen inclucded. The F3A results att=-

ain a2 zero value arcurnd the scatte-



ring angle 25°, whereas the S3A and

BG have structures near 45°. The
FBA predicts zero cross section as
the two parts of the amplitude are
The second order
term prevents the total cancella-
tion in the DCS and the residual
is due to the destruc~

of opposite sign.

structure
tive interference of the ampli-
tudes. The Thomas peak for elec-
tron capture by heavier atoms is
well known. For the p+-H system,
there are two peaks. In case of
positron capture, the.two peaks
acoroach at about 45°, These fea-
tures have been noticed by us at
all energies.

al19

approxima=-

Recently. Deb et have
gpplied a second Born
tion in which Green's function is
evaluated approximately tc inves-
tigate the prcblem. In Fig.4, we

136QeV

deldn Units of 11 a’)

~

. . L
750 ICC.O 1250 1500 nuso

S “deg)

c.o $ac

Figc. 4. DCS (mal sr.t) for cround
state capture in e -H scattering
at 136C eV, SBA; IRIVC)

(Deb et all —-——

%

ccmpare our S24 results with th-

—_— -,

FBA.

Oce 0of Deb et all9 (DMS) at the
incicent energy 1360 eV. Cur 3Za
o}

structure near 45° is more promine-
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nt than that of DiS. DMS results
fall
scattering angle 50°. There is no

faster than ours after the
reason to prefer one result over
other. The results await experi-
mental confirmation or more ela-
borate calculations.

for
ground-state capture using SBA and
BG are given in Takle 2.along with
FSA and coupled static results
(CSA). The BG and SB2& results are
always greater than that of the
FBA and the present values (BG)
lies between those of FEA and S3BA
except at the lowest energy consi-
dered here (50 eV). From thetable

Table 2. Integrated cross section
(nag) for ground-state Ps-forma-
tion in e"-H scattering.

Integrated cross sections

Energy .

(85? FBA CSA SBA BG
50 0.46 C.55 0.62 0.56
80 0.10 0.13 ©.13 0.1z

-1 -1 -1 -1

100 0.46° %1 0.5171 .53 ¢. 46

200 0.25"2 0.2872 0.3172 0. 2671

e 0.3773 0.4673 0.4073 ¢.3973

sco o0.260% - o.387% -

that the BG rasults
are always less than the CSA re-
sults. It may be mentioned that
the LMS results of Deb et al and
DWEO results of Khan and Ghosh
are always

it is evident

(noct shewn in the table)
less than the present S2A and FEA
results resrectivalyw,

He heve extanded our 3BA to

3

calceolate n=2 ercited state ca

4



ture in e'-H scattering. Second

Borm term is evaluated by retai-
ning three eigenstates (1lss2s.,2D)
of the target atom. Tripathi.Sinha
and Sil20 have also predicted exci-
ted state (n=2) capture cross sec-
tion using eikonzl approximation.

Fig.5 shows the DCS for 2s state

daidQ laf s

i

Y R
w0
¥deg)

(ag sr'l) for 2s state
et-H scattering. The
500 eV ar= multiplied
SBa; FEA,

at the incident energies
8C.0 and 5CC.C eV. The Fia,

al, predicts the zero cross section

re in
l1ts at

— —

as ugtu-
at all the energies. NoO structure
is obtained in the DCS using the S3BA

incident energy 1CC eV. As
the structure

upto th
the energy increases.
is more prominent and the position
of the structure is arcund 45°. wWe
' show only the results at 5CC.C eV.
The contributicn of the seccnd or-

tarme is dominant arcund the

o7

by

e
zero values of the FEA at low ener-

s. &t bigh energi=s, these terms

2
I
(D
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prevent total cancellation and we
get the resicdual structure. HOw-
ever Xhan et &l using their diste
orted wave method have obtained
structure for the
ev.
for the 2p-state cap-
at 8C and 5CC eV are
As in the case of

Same processes
even at 13.¢6

Cur DCS
ture process

shown in Fig.E€.

dal® {af sc M)

Fig.6. Sarme as Fig.3 but for 2p

state cepture.
the 25 state, we do not find any
structure upto the incicent
5CC eV,
also cobtained the structure

enexrgy
Tripathi, Sinha and Sil
have
above 5CC eV. Here alsos, the struc-
ture 1s more vrominent with the
increzse of energy =nd the »osi-
tion of the structure is arcund

the scattering angle 45°, It mav be
mentioned that the FEA Coes not
predict any minimum in the energy
range considerzd., Instead of Pelng
two terms Of the FoA

the

cancellead,



amplitudes are combined. The second
Born term is totally responsible
for the structure at high energies.
In fact, the destructive interfe-
rence of the FBA and the S3A ampli-
tudes at high energies provides the
“e hasten to add that

Thomas mechanism is valid only at

structure.
high energies. Therefore, it is not
surprising that we have not obtai-
ned Thomas peak for excited state
capture at low energies.

Table 3 presents the integrated
excited state capture cross sections.

Table 3. Integrated SBA cross section
(ma2) for excited (2s and 2p) state

capture n et-H scattering.
E

(eV) 2s 2p
50.0 0.165 c. 366+
80. 0 c.25271 0.601 2
1¢C.0 c.12471 0. 21972
200.0 0.507"3 c.620™ 2
300.0 c. 699”4 0.663°
500.0 0.5347° 0. 34876

The present second 2orn results are
always greater than those of the
F2A. These results are of importance
to obtain the total Ps-formation
cross section. The present excited
state capture cross section &re nct
negligible when compared with ground
state capture cross sectlons. It may
be noted that 2s and 2p state capture
cross sections differ by one order cf
macgnitude, 2s state capture cross

section beihg higrer.
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not possikle

To find the valicity of ocur
methods, our group has carried
cut investigations using close
coupling approximation (CCA) with
two coupling schemes
1) E(ls)., H(2s), H(2p)., Ps(1ls)

2) #H(ls). H(2s)., H(20). Ps(1ls)

Instead of soclving the con-
ventional coupled integro-diffe-
rential ecuations, we recast the
Schrodinger eczuation into a coup-
led integral equation in the mo-
The £final
mensional coupled integral equa-

mentum space. one di-
tions have been solved by matrix
inversion method. The details of
the numericzl method have been
discussed in our rarer (Basus
Mukherjee and Ghoshzl).

At low incicdent energies (in
the ore-gap region) very reliable
s~, p- and d-wave ground state
capture crcss sections for e+-H
are available (Humberston and his

22~

24 . -
co=workers “®) using variatio-

nal methcods. In practice, it is
to perform such ela-
borate calculation at intermediate
andéd high energies and also for
complex csystems. We corpare two
sets of s, p and d-wave phase
shifts obtained using CCA with va=
ristional results in Tables 4 = €.
It is well known that the s-wa-
ve Ps=-formation cross section is
vary sensitive to the method emplo-
In Tatle 1.

ved. we have snown nre-



‘'sent two sets of results along with

Table 4, s-wave positronium forma-
tion cross sections (nag).

k 1ls=-25-2p-Ps ls-2s~=25-Ps H22
0.71 .608(=2) .558(=3) .41(=2)
0.75 .418(-2) .282(=3) .44(-2)
C.8  .244(-2) .113(=-2) .49(=-2)
0.85 .136(=2) - .58(=2)

the variational prediction (Humber-
ston%2.)

Table 5. p-wave positronium forma-~
tion cross section (nag)u

1s-25=2p-Ps 1ls-2s-23-ps BHZ3
0.71 .121(-1) .803(=-2) .27(-1)
0.75 .278 . 218 .37
C.8 . 411 . 344 f48
c.85 .470 . 401 .56

In Tables 5 and 6 we have tabula~

ted our present two sets c¢f p- and
d-wave capgture cross sections. The

Table 6. d=-wave positronium forma-=
tion cross cection (nag).

X 1s-2¢-2p-Ps ls-2s-2p-Ps BH24
0.71 .286(=3) .351(=-3) .62(=3)
0.75 .144 . 170 .34 ;
c.78 .465 .578 .81
0.85 .684 .897 «11(+1)

variational results (Brown and
Hunberston23) have also been in-
cluded for comparison. Our p- and
d-wave cross sections are in fair
agreement with variational numbers
the present numbers being lower.
The polarizability of Ps atom
is eight times thét of hydrogen., It
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is expected that the inclusion of
long range force of the Ps atom
will affect the results signifi-
cantly.

Being encouraged by the above
results, we have carried out our
CCA calculations upto the incident

(Mukherjee et a12%)

energy (20C eV)
Fig.7 shows the present diffe-
rential cross section at 10C eV

using ou- second order results (EBG)

Q
L

2

Differential cross section in units of &,

5

60

:O-S L L i L 1 i i 1
o 20 60 ico

Angle in degree
Fig.7. DCS (ag sr 1) for ground
state capture in e’ -H scattering
at 100.0 eV. eigenstate CCA;
--=-, pseudo~state CCA; — — BG.

—,

along with our twc mocdels of CCAa at
100 eV. The pcsition of the Thomas
peak as obtained using elgen state
CCA and BG are nearly identical
whereas pseudo-ctate CCA fails to
predict the Thomas peaKk. HoWever:
we may skip the minimum. At large
Sscattering angles. the two sets 1f
CoA results differ appreciavdly from
BG. The contribution to the sca-
ttering amplitude upto the second
crder may not be sufficient for.



‘convergent results at large scatte- in the very high energies are also
ring amplitude upto the second greater than the corresponding BK

order may not be sufiicient for results. We are now investigating

convergent results at large scatte-

the same process using our FBA to

ring angles. This may be the rea- calculate OPS

. Till now., we are
son of discrepancy. able to include three eigenstates
Table 7 presents the ground (1520 275, 21P) as intermediate
state capture cross sections ob-

one. Our preliminary result shows
Table 7. Ground state caoture cross that cross section is increased by
section (in units of nag).

aout 10 pct. over FBA at the inci-
E 50 100 200 300 dent energy 3CO eV. Below this in-
(eV) .
cident energy. results, may not be
Pseudo 0.37* C.46 % 0.277% - be reliable. Fig.8 shows the di<fe
SBA 0.62 0.53°% ©.317%2 0,497
BG 0.56 0.46"% 0.267% 0.397° )
FEA 0.4¢ 0.46"1 o0.2572% 0.3773

*54,4 eV results.

tained by different methods. BG °

and SBA are the two second orcder

even at 3COC

eV, the second order results BG

.
NAO “\‘
results. Our pseudo-state CCA and % N .
the FBA results are also included R % ! ‘\\\
for comparison. For incident ener- § %!
gies E 1CC eV, our CCA and BG re- H R
sults are in gocod agreement. It is 0 * i
interesting to note. ° i
1
.

and SBA are greater than the F3a
results.

b) Helium Atom

Fig.8. DC3_in et-He ground state

capture (a
calculzted

sr=+), =, SZ2A,
Deb et 3126 have -=, FBA, °

grouné state capture Cross section

rential cross section at 3CC.0 eV

using similar method using FBA and SBA for ground state

as applied to
atom in the
hich energy recion. Here also. they

- . + .
the case of hydrogen capture in e -He scattering.

c) Lithium Atom
have obtained the structure in the

2
Recently. Abdel-Rauf‘7 has em-~
DCS around 50° as expected. Their

plecyed a frozen-core coupled sta-
ground state capture cross sectims

tic method to investigate et-1i

57



and e'-Na scattering. The effect of
the inner shell is taken by intro=-
cucing a core potential. Moreover.
the exchange effect of the valence
electron with those of core is in-
cluded via local exchange motential.
He has rerorted the results upto the
incident energy 1000.0 eV. Using the
wavefunction of Clementi and Roe-~
t£128,

In the present conference, Ghosh

29

and Basu also rerort the coupled

static calculations using the wave-

30

function of Weiss™”~ . In our calcula-

tion. we assume that the valence

electron is the only active elec-
tron. As

well outside the cores, this,we ex-

the valence electron lies

pect, introduces marginal error. At

low inci‘ent energies ( 5 eV) resul-
ts differ arpraciably from those of
abdel~Rauf (Table 8).

Tarle 8, Total grgund state capture
cross section (7na<) using coupled
static approximation.

We believe,

5(ev) ot 212 Racus?
0.1 137.8 140.9
0.5 87.2 47.3
1.0 51.94 51.43
3.0 35. 35 16.9
5.0 24.5 14.3

tre difference between these two
results are due to the use of diffe-
rant wavafunciions as well &s with
and without inclusion oZ exchance
glso repcrt our

ccre potentizl. Ve
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preliminary results using 2s.2p.ps
CCA in this conference. It may be
mentioned that we have also calcu-
lated the ground and n=2 state
capture cross sections for et-1i
scattering (Sarkar et a13ts 32,
using the second order method of

14 at intermediate

Basu and Ghosh

energies.

ii) Ionisation

a) Eelium Atom

We concentrate mainly on total

ionisation cross section (6. __) in
+ i1on

e ~he scattering as three groups

(Promme et a18. Dizne et alg.

n for
The

first quantum mechanical calcula-

.. .33
Sueoka””) have measured %5
this system in this decade.

tion for et-He ionisation including
the positron signature has been
carried out by us (Basu et al34).
The choice of the effective charges

are as fcllows :

25 23
i) 1 1
ii) '] 1

A distorted wave method in which the
wavefunction of the incoming posi=-
tron F(X) satisfies the adiabatic
Schrodinger equation given by

2 ‘-Vs(x) +7p(x)) (%)

2.
(VXTKi‘I = C (5 )

has been employed to investigate the
problem., Here Vg and Vp are the sta-
tic and polarization potentials res-
pectively. The Hylleraas wave<unc-

tion haes been used for computational



‘ease.

ficant. Campeanu et al35 have re-
peated the calculation using
Hartree-Fock wavefunction £rcm
Clementi and Roetti for e+-He io-
nisation with certain modifica-

The distortion in the initi-

al channel is found to be insigni-

tions and using different distorted

2ve mcdels. They have considered
following different chcices of

effective charges

2a B

i) 1 1
ii) 0 0
iii) o] 1
iv) o) 1

They argued that mocel (ii) of Basu

et al34

tecause when the ejected electron

is not physically correct

E=Y
=)

0.6 T T T 1 T T T ]
~ 0.4t
~ -
E
Q
° n
|8 L p
+ § 0.2F
A =) =
= ]
0.0 1 1 i 1 | E S |
0 40 80—~ 120 160
ENERGY (eM)-
Fig.9. Ionisation cross section

Jion (nag) in e*-He scattering.
—. Carmpeanu et al33; --, Basu et
213%4: 3, measured values of
Fromme et 2l<.

faster than the scattered posi-

39

tron, it cannot screen the residu-
2]l ion. In other words:. they have

taken the maximum value o0f the
energy o©f the ejected electron to
be E/2. Moreover:, they have taken
the distortion in the finzsl cha-
nnel.

In Fig.9., the theoretical
predictions for total ionisation
cross section (o;on) in e -He sca-
ttering are comparedwith the mea-
sured values ©f Frcrmme et al33.
The agreement between the theore-
tical results and measured values
is good.

b) Hyvdrogen Atom

Very recsntly., Spicher et

+
-
on for e =4

36

al naeve measur=ed oi

LUART

1.0+

Tion (H) (16"%cm?)

;

(o] E(evl 190 200

. . + o . .
migs 1C. Gion in e =4 ionisation:
3, Spicher et 2136; —, thgh et
al<’/; =---, Mukherjee et al-".

scattaring. It may be mentioned
v 1 7
that we (Ghosh et 2137} nave per-
< e . - +
formed the calculztions for e =H

icnication using the same method



Re-~
have also

as applied e+-He ionisation.
cently Mukherjee et al38
investigated e+-H ionisation foll-
owing Campeanu et al. Theoretical

results are comparsd witn measured
It is found that

results of Ghosh et al are in good

values in Fig. 1C.

agreement with the measured values
Results of Ghosh et al are in good
agreenment with the measured values
Results of rukherjee et al are lo-
wer than those of Ghosh et al and
are in fair agresement with thzs ex-
perimental values.

c) Lithium atom

Basu and Ghosh39

have calcula-

. + s . s .
ted Gl q In e -Li collision using

distorted wave method. The Iopisa-
found to ke
very small when compared to elas-

tion cross section 1is

tic or cther inelastic processes.
In absence of any elakcrate work or
experimental measurements, there is
no sccpe £or comparison

However, we like to point out
certain salient features of ionisa-
tion process.

Theory of ionisation of atoms
by electron and positron impact is
complicated due to the role of
Coulomb correlation in the asymp-

totic beheviour of ionised electron

‘Peterkop-Rudge-Seaton theory of

ionisation offers the prescription
for the final state wavefuncticn

and their relztion between the eff-
ective charges ZA and Zg in the fi-

nzl state wavefunction is given by -

2a,% _1__ 1
k kg |ka=kgl

In the literature: we have found

™
o

(5)

diftferent choices for the effective
charges satisfying ths above rela-
tion but otherwise arbitrary. It is
not pocssible to find an unigue re-
lation between the charges. The io-
nisation cross section is extrasen-
sitive to the chcice of the final
state wavefunction (Ghosh et al4o)
Here

This is apparent £rcm Fig.1ll.

Fig.1ll. Triple ciffersntizl croszss
section (TDCS) at e*-H ionisation
at E = 20 eV (L =3 eV, 87 = 209):
-= BA, —~ oice (ii) Of Ghosh
et al? -_— DCA (multiplied by a
factor of 103).
The results of triples differential
cross section (TDCS) using double
Cculomb arproximation (DCA) differ
from those of the Born results by a
factor of 10CO. The results using the
other choices are also found to diz:s-
er dramatically.
To study the ionisation prccess.
one, we to be verv care~
ul regarding tre

£
ti rescribed Dy F2

relisvas heas
asymptotic crndi-

tgr"’ov\—



‘Rudge-Seaton. Moreover. the eff-
ective charges should fulfil the
following limiting conditions
which must be satisfied physica-
1llv.

i) kA-aOOor kg=g and kA>kB + the

effective charges must behave as
ZA—>O and ZB—-) 1
ii) In the symmetric case i.e.
\ka) = kgl + the effective char-
ges must be equal i.e. 2, = Zg.
Recently, Faisal and his co-
workers41 have initiated studies
to investigate ionisation proce-
ss in this light. They tri=ad to
get the values of the effective
charges by exploiting Peterkop-
Rudge=3eaton prescription and
above two limiting conditions.
Amongst their six unknown para=
meters. they have been akle to
sclve five in terms of one. They
tuned fhe unknown parameter with
the triple differential cross
section at one incicdent energy
and at one angle. This is a limi-

tation in their agproach.which of

course authors are aware of. More-

over. this is not an unique way
to solve the problem. We advocate
one should study the ilonisation
process removing the arbltrary
character in the choice of effec-=
tive charges as far as practica-
cle.
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POSITRON SCATTERING BY ATOMIC HYDROGEN USING
OPTICAL POTENTIALS AND WITH POSTITRONIUM FORMATION

H, R. J. Walters
Department of Applied Mathematics,
Queen's University, Belfast,
Northern Ireland.

INTRODUCTION

We consider the scattering of posi-
trons by H(ls) in a two-state model which
incorporates optical potentials. The
model explicitly describes elastic scatt-
ering, i.e.,

e’ + H(1s) > e + H(ls) (1)
and Ps(ls) formation, i.e.,

e’ + H(ls) > Ps(ls) + p. (2)
The inelastic processes

&+ (s -t H (3)

Ps(1ls) + p ~ Ps* +p (4)

where * stands for a state other than ls,
are implicitly taken into account through
the optical potentials, which also allow
for polarization of H(ls) and Ps(ls).

APPROXIMATIONS

Three levels of approximation are
investigated which serve to illustrate
the effects of polarization, absorption
and positronium formation.

(i) Full Approximation (ELV2 + PSV2)

We start from the coupled static
approximation, The wave function for
the system in this approximation is
W(gp, Ee)=F(£p)wls(ge)+G(§)¢ls(E) (5)
Here r and r_ are the coordinates of the
positr8n and the electron relative to
the proton as origin, R 2 (r_ + r )/2,
r=r -r ’wl is the ls wa%e fufiction
of éEBmic—ﬁydrSgen, and ¢, 1is that of
ground state positronium. The approx-
imation (5) leads, in the usual manner,

to the pair of coupled equations (in
atomic units)

W+ kD) F(r) =2V (r)F(r) +
p o  -p 00" p’ =p

2 f K(r;sR) G(R) dR (6a)

2 2 _
(g * Py) 6(R) = 4 [ R(xr ,R) F(r) dr
(6b)

is the static potential of
H(1ls), R?r ,R) is the positronium form-
ation coupling kernel, k is the moment-
um of the incident posit?on, and p_ 1is
the momentum of the positronium.

where V

OQur full approximation is obtained
by adding second order optical potent-
ialé-vgg and V(2) to the H(ls) and
Ps(ls) channels pof (6),i.e.,

2 2 _
(vp + ko) FQEP) = 2 yoo(rp) F(gp) +

272 5 4+ 2 [ K(r_,R) G(R)dR (7a)
oo -p - - - -

(v§.+ p2) G(R) = 4 v? ey +
o - PP -
4 [ X(r_,R) F(r ) dr_ . (7b)
P - P P (2
The real part of the potential Voo) con-

tains the polarizability of H(ls) while
the imaginary part allows for the direct
excitations (3). Similarly, V 5. con-
tains the polarizability of Ps(Ys) in its
real part while representing the
inelastic processes (4) through its
imaginary part. The construction of
these potentials is described later.
Thus, in the approximation (7) both H(ls)
and Ps(ls) can be polarized and excited
through the direct collisions (3) and (4).

(ii) Simpler Approximation (ELV2 + PS)

In this ap?ngimation Véz) is dropped
from (7b) but V is retaineg in (7a).

o0
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Thus the Ps(ls) cannot be polarized or
excited by the proton. Only H(ls) can
be polarized and excited by the positron.

(i1i) Simplest Approximation (ELV2)

Here we drop positronium formation
completely and first look at the elastic
scattering channel, i.e.,we solve

2+ k3 P ) =2V (r) Flr) +
p o =p° " oo p’ Thop
2 v ey (8)
oo~ -p

, . .. 1
Construction of Optical Potentials

) The exact second ord?E)optical pot-
entials V( )(r ,r') and V (R,R") are
non-local and_gnf¥gy depengent Their
plane wave matrix elements

1 1
:—r +r
to be understgod

and the limit n - O+. 1s

We use(iyergy dependsyt local approx-
imationsl (r ) and V (R) which have
the same on—energy—shell Elane wave matrix
elements as the exact potentials:

_1 -ikg.r o (2) ik .r
T o € —® Voo (ryle =o"p d-—1':1;;
B2
=f o (k_,q) (11)
where lk | = lx |. Then %y simple Fourier
inversioh - -
9 1 sin qr B2
V()(r)‘-—f £ (k_,q)
oo "'p T o0 qrp 00" ©
X qqu (12)

Expre551ons similar to (11) and (12) hold
for V( )(R)

- %; [ e ikeeTp V(z)(r ,r') 52
ik Lyt PP The second Born amplitude f__ is
X e —0'=p dr dr' (9a) calculated using an orthonormal pseudo-
P TP ‘state basis ¥ of 1s, 2s 3s, 4s, 2p, 3p,
and 4p, 3d and %4d states. Normally this is the
1 ~ip (2) ip basis of Fon et al”, but a similar second
- ;—f e =f°= p (R,R") e™=0" dR dr' basis is also employed to avoid problems
(9b) with pseudostate thresholds. The pseudo-
states diagonalize the atomic Hamiltomian:
are equal to the second Born terms
< |n E>.=E 8 . (13)
fgg(k ,q) = 14 I f dk<k 1 !Vlkw S nl atOml m nm a0
° 8w S s I The pseudostate approximation to f is
given by the same formula (10a) bul®with
X <EPH‘V|EOwIS> (10a)wn and € replaced by wn and Sn .
k§ + 2(€o-€n - k2 + 1in A positronium pseudostate basis ¢
) L s ;s 51mlla§1y us;dfto eviluitebf . This
B - .1 asis is derived from the asis by
fpp(po’Q) - 2n4 n¥#ls f d-E-<—p'f¢)1swim&n taking

X <E-(brxl‘".’hzod)ls>

R (10b)

2 .
P, + 4(E° En)—p + 1in

which describe elastic e + H{1s) and
Ps(ls) + p scattering respectively., 1In

(10) g =k -k, Q=p -p., ¥ () is a
hydrogen ?8051t%0n1um) e1§§n£tatg with
energy en(En) l§'> —"=p
= i_E.‘R = 1_ - 1
lB ?Ee==, v r r -r |’
P =p —e

b (r) = —— w (x/2) . (14)
'L 2¢§' -
It immediately follows that
<$anpositronium|¢m> =4 “n Gnm (15)

Because of symmetry only the p pseudostates,

i.e., 2p, Egé 4p, give a non-zero contri-
bution to fpp .



RESULTS

Our results for e++ H(ls) elastic
scattering, Ps(ls) formation, and the
total and total inelastic e + H(ls)
cross sections are shown in figures 1 to

4, Comparison is made with the accurate
variational calculations of Brown and
Humberston~ in the Ore gap (our ELV2Z +

PSV2 approximation has been used to extend
their partial cross sections beyond the
d-wave), with a new ouble-continuum
R-matrix calculation in the intermediate
energy region 13 eV to 50 eV, and with

the cougled pseudostate results of

Walters” at higher energies. Also shown
are correspond%ng electron scattering
cross sections .

a :.l =77 I [} ] T LR 6—»1
~ : ~., :
o n .

I ~, 4
E L ]
\.{ XX X

= i .
w - 4
< [ ]
-] - -
W iame—" ]

[ NI R S N U S I | N

1O 20 el L0 QO 100Q
ENERGY (eV)

. + .

Figure 1. e + H(ls) elastic cross
section. Symbols: Full Approx-
imation ELV2 + PSV2; = — — —, Simpler
Approximation ELVZ + PS; —+ —« —, Simplest
Approximation ELV2; = .. — . ~, electron

cross section; X, va
Brown and Humberston™;

uum R-matrix ; 4 ,

Eiational results of
: ® _ double-contip-
coupled pseudostates .

Ps (1s) FoanaTioN

=3

I 1 I N

10 Lol I
1o} 20 &0 O {oo 200
ENERGY (V)
Figure 2, Ps{(ls) formation cross
section., Symbols as in figure 1.

o
=
~/
-l
«
-
o
V-
011;1 L 1 SR T O O B 1
jo 20 «0 60  loa 200
ENERGY (eV)
Figure 3. Total cross section.

Symbols as in figure 1.
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TOTAL INetasTic (el)

' 0
ok 1) 1 1

T T T

| | 1

Figure 4.

O 6O [{ele]
ENERGY (eVv)

Total inelastic cross section.

Symbols as in figure 1.

The following points are worth
highlighting:

(i)

(ii)

(1ii)

(iv)

(v)

At 20 eV and above the Full Approx-
imation ELV2 + PSV2 appears to be
performing well.

Polarization and absorption effects
in the Ps(ls) channel can reduce the
Ps(1ls) formation cross section by a
factor of three at intermediate
energies.

Except at high energies: the elastic
cross section for electron scatter-—
ing substantially exceeds that for
positron scattering; the total
inelastic cross section for electron
scattering is substantially lower
than that for positron scattering;
yet the (best) total cross sectioms
for positron and electron scattering
are in good agreement above 20 eV,

The simpler ELV2 + PS approximation
gives cross sections which are
generally too large at intermediate
energies.

Except for elastic scattering above
30 eV the simplest approximation
ELVZ tends to produce cross sectioms
which are too small,
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PCSITRONIUM FORMATION IN 2s STATE IN e+-Li SCATTERING

K.P.Sarkar
Department of Physics, Gurudas College. Calcutta 700054, INDIA

and

D.Basu and Madhumita Basu
Department of Theoretical Physics
Indian Association for the Cultivation of Science

Jadavpur.

There are ample theoretical
reascns tc investigate e+‘alkali
Morecover.

atom scattering. recent

+ .
measurement on e =alkali atam sys-

1 has renewed

tem by Detroit group
much interest for investigating
these procecses. Here we study
positronium (Ps) formation in ex-
cited 2s state in e+-Li scattering
at intermediate and high energies
including second order effects
following Basu and Ghosh?. Guha
and Saha3 have calculated the ex-
cited ns state capture cross sec-
tions using FE& at several inci-
dent energies ranging from 10-=5CC
eV. It is well=known that FBA or
any other first order approxima-
tion is not suitable to describe
a rearrangement process at high
energies since it is the second
Born approximation to which the
cross section converges. TO our
knowleége: nc other work has yet
been performed to predict excited
state positronium formation cross
sections in e+-Li scattering.

In the conventional perturka-

tive aporoach, the capture ampli-

Calcutta 70CC32.
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tude retaining upto the second
order term, from the ground state
{¥| of Li atom with momentum K to
the excited state [¥) of the Ps

atom with momentum K’ 1is given by

- _ B ' B2 .
gy,'?)(x,x) = gv:'v(K +K) +gv.‘v(1<,‘<)

(1)

where, ¥ stands for 2s state oIf

Li atom and »', 2s state of Ps
atom, Here gi',v(K"x) is the
first Born excited state capture
amplitude and gi?lv(K'.K) is the
second order amplitude and is

given by

['s
gi'zl v(K’IK) = -——12 25‘ ’2&(2
27 " K" "Kyu"is
B p)
x ghs, (K K" Eo0, (K7/K) (2)

fB being the first Born scattering
amplitude. The summation over »”
runs over the discrete eigenstates
of the target atom.

The use of closure relation
in evaluating the rearrangement
second order term 1s unsatisfac-
tory. In the present calculation
we assume that the valence elect-
ron is the active electron i.e. Ps

atom is formed with the valence



electron only. Ve retain two tar-
2s and 2ps
We have used the

et eigenstates. as in-
termediate ones.
reliable Hartree-Fock wavefunction
of We1554 for ground and excited

states of Li atom.

E=300eV

80 60'1% 140

©(deg)

Fig.1l. DCS (ag) for excited 2s
state capture in e*-Li scattering
at 300 ev. FBA; =+—, SBA (with
2s intermecdiate); —, SBa (with 2Zs
2p intermediate)

200~

-]

10

60

-

1 I 1 1

80 80 100 120 140

8 {deg )
Same as in rFig.l at 500 ev.

0 20 40

Fig. 2.

In Figs.l and 2. we report
our differentizal cross sections at

two incicdent energies. 30C and s5CC

68

eV respectively. It is known that
the second Born tenm is of vital
importance in determining the asy-
mptotic behaviour of the capture
cross section. The contribution of
the second Born term is found to
be appreciable at 300 eV. wWith the
increase of energy. the contribu-
The first Born DCS

attains zero value around 10° at

tion decreases.

both the energies as the two parts
0f the amplitude are of opposite
sign and cancel each. Contribution
of the second order term prevents
the total cancellation in the DCS
and the residual structure is due
to the destructive interference of
the amplitudes. The SBA structure
around 3C°, These featu-
also been obtained by
Ghosh.

B
convergence of g

is found
res have
Basu and

The
key importance. We could not test

2 is of

the convergence by increasing the
higher target states as interme-
The detailed results
will be reported in the near futu-
re.

diate ones.
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NEW PARAMETER-FREE POLARIZATION POTENTIALS
IN LOW-ENERGY POSITRON COLLISIONS

Ashok Jain

Physics Department, Florida A & M University,
Tallahassee, Florida--32307 (USA)

ABSTRACT

The polarization potential plays a decisive role in shaping up the cross sections
in low-energy positron collisions with atoms and molecules. However, its inclusion
without involving any adjustable parameter, is still a challange. Here we summarise
various other techniques employed so far for positron collisions and discuss a new,
nonadjustable and very simple form of the polarization potential for positron-atom
(molecule) collisions below the threshold of positronium formation. This new po-
tential, recently proposed by us, is based on the correlation energy (€corr) of a
single positron in a homogeneous electron gas. The €corr has been calculated by
solving the Schrodinger equation of the positron—electron system and fitted to an
analytical form in various ranges of the density parameter. In the outside region, the
€corr is joined smoothly with the correct asymptotic form (——-2%”;, where g is the
polarisibility of the target ). We tested this new positron correlation polarization
( PCOP ) potential on several atomic and molecular targets such as the Ar, CO,
and CHy4. The results on the total and differential cross sections on these targets
are shown here alongwith the experimental data where ever they are available.

I. Introduction

In the positron(e*) scattering with multi-electron atom ( or molecule ), a true e* polarization
potential is very difficult to incorporate without involving any adjustable parameter. Two simple
stratagems have been quite popular: one, to use the electron polarization potential as such for the
corresponding positron collisions and two, to employ a phenomenological form under the tuning
procedure. However, both approaches are unsatisfactory and usually fail at the differential cross
section (DCS) and annihilation parameter ( Z.ss ) level; although one may be succesful in getting
good agreement for the integral quantities.

It is only recently that several theoretical attempts have been made to consider the polar-
ization of the target atom ( or molecule ) by the e at the ab initio level(1-8); however, these
rigorous calculations are not totally parameter—free and suffer from including near-the-target non-
adiabatic effects and also the correct values in the asymptotic region. Although, the question of
nonadiabaticity may not as crucial for the positron projectile as it is for the electron case ( see
later ). The polarization effects dominate the scattering process at very low energies ( below about
5 eV ). At somewhat higher energies ( roughly above 5 eV ), the DCS’s are still quite sensitive to
such charge distortion effects. Here we are concerned only at low energies, particularly below the
positronium formation and/or any electronic excitation thresholds. For the one—electron positron—
hydrogen case, the issue of polarization potential has recently been discussed by Abdel ~Raouf®.
A very recent and comprehensive review!? on the et-molecule scattering gives details on various
approaches used so far to include polarization effects in positron scattering.
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It is, therefore, always desirable to find some kind of simple form of the polarization force
without involving any fitting parameter. At low impact energies, where the impinging positron is
moving very slowly relative to the target electron, the distortion of the electronic charge cloud is
quite different than the corresponding electron impact case. Asymptotically, the polarization po-
tential can be assumed to be the same for both the projectiles ( which is true up to the second-order
perturbative theory only ); however, at near-the-target encounters, both the charged projectiles
interact differently with the charge cloud of the target. In this talk, we discuss a new parameter—free
form of an approximate e* polarization potential which is simply a function of the target charge
density and in addition is energy—independent.

A summary of earlier usage of various models for polanzatlon potential in positron-molecule
collisions is given by Morrison and coworkers(!~2). Recently, Elza et al® have 1nvest1gated various
aspects of polanzatlon /correlation effects in low—energy positron-N; collisions via a two-parameter
model. Tennyson® and Tennyson and Morgan* have applied the R-matrix technique to positron-—
molecule (Hz, N; and CO ) collisions. However, the inclusion of polarization force in all these the
so called ab initio methods is not either satisfactory nor complete. From numerical point of view,
these procedures are not easy to apply for a general positron-molecule system. The collision of
positrons with polyatomic targets is even more complicated. We(11=12) have reviewed the situation
on the polyatomic molecules with respective to the polarization effects and the comparison with
the experimental data.

In the next section, we describe the new positron polarization potential and in section III, the
numerical techniques are summarised. In order to demonstrate the success of the new positron
correlation polarization (PCOP) potential, in section IV, we present some calculations on the
differential and integral elastic cross sections for the atomic ( Ar ) and molecular ( CO and CHy )
targets below the positronium ( Ps ) formation threshold (i.e. E < 10 eV ). Concluding remarks
are given in the last section.

II. The New Positron—Correlation-Polarization (PCOP) Potential

Asymptotically, for a general et -molecule collision system, the polarization potential behaves
as

-1 4 1 4 1 ,
Vpoi(r,8,0) = 55 [ao(d4m)3 S + aa(5m) 3 ST° + a1 m) 21, 1)

where the 5;°? is a real spherical harmonic ( see Ref. 13 for its definition and various properties ),
(r,0,8) are the coordinates of the projectile referring to the center of the target and the spherical
(o) and nonspherical (@; and o ) polarisibilities are expressed in terms of the polarisibility tensor
a;; of the target, namely,

1 1

2
. 1 _
(a11 + az2 + a33); az = §(a33 - 5011 - 5022)» a; = aj; — a2z

Qg =

wlr——*

The above form ( Eq. 1 ) of the polarization potential is accurate at large r values up to the
second—order perturbation theory. The problem arises when the projectile is near the target. A
simple way to remedy this difficulty has been to multiply Eq. (1) by a cut—off function depending
upon some adjustable parameter; however, this approach is unsatisfactory , although the results may
be forced to agree with observations ( see for example, Darewych'4, Horbatsch and Darewych?®).
For positron collisions, most of the calculations prior to 1984 used an electron polarization potential

(EPP) assuming that such polarization effects are not sensitive to the sign of the charge of the
projectile. Morrison and his group ( Morrison et al’; Morrison?; Elza et al® ) strongly advocated
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for a need to generate a true positron polarization potential (PPP) rather than employing the
EPP; they strengthened their point by presenting detailed calculations on the positron-H, and Ny
systems and comparing them with experimental data. Although earlier calculations on the positron
collisions using the EPP gave good results as compared to experimental o, values, however, these
theoretical results are generally poor at low energies and not qualitatively good at all for differential
cross sections at any energy(1®~17). Unfortunately, the more rigorous calculations based on the
variational polarised—orbital theories are not satisfactory either; Elza et al® have to introduce a
cut—off function in both the short and long ranges and adjust two parameters to make theory and
measurement in close agreement. Even in a more sophisticated R-matrix approach, an accurate
inclusion of polarization effects has not been achieved yet(3-5),

Here, our goal is to look for a computationally simple form of the positron polarization potential
which is different from the corresponding electron potential and virtually free from any adjustable
parameter. The basic philosophy of the present approach is similar to the method of O’Connel
and Lane!® for the case of electron scattering based on the correlation energy of the target in the
presence of an incoming electron. The present positron polarization potential is also based on the
correlation energy of a localized positron in an electron gas and its hybridization with the correct
asymptotic form. Here, we think the incoming e* as a charged impurity at a fixed distance in
an homogeneous electron—gas. In positron annihilation experiments, a fundamental question to be
asked is how the electron—positron interaction distorts the electronic structure of the system under
investigation.

The et correlation energy €corr in an electron gas has been evaluated phenomenologically(1?—2%)
as well as using the Bethe-Goldstone type approach?!. Recently, Arponen and Pajanne®’ have
applied a completely new approach to the problem of a light impurity in an electron gas. In their
method?? the electron gas is described by a set of interacting bosons representing the collective
excitations of the random-phase-approximation (RPA). Very recently, Boronski and Nieminen??
have described the density functional theory of the electron—positron system and presented the
results on the positron—electron correlation energy as a function of the density parameter r, ( see
later ) for different n(r)/n_(r) ratios including the case of one positron in a homogeneous electron
gas. Here n. and n_ denote the densities of positrons and electrons respectively.

The physical picture of the positron correlation in an electron gas is as follows. When the
incoming positron enters the target electronic charge cloud, we can assume the positron as localized
instantaneously and correlating with the surrounding electrons of a given density, n_(r). The wave
function of the positrons in such an electron—positron plasma, can be written as?3

$E; P(n+, n-)
éni(r)

here p,c is the exchange—correlation potential ( which is zero in the present one—positron case
), ¢(r) is the Hartree-Coulomb potential and EZ™P is the positron—electron correlation energy
functional. The Eq. (2) has been solved numerically in a self-consistent manner?®. Based on the
paper of Arponen and Pajanne??, Boronski and Nieminen??® have given explicit expressions for the
positron—electron correlation energy, €corr(Ts) interpolating it for the whole radial region. These
expressions are obtained without giving any divergence problems in the calculations of annihilation
rates over the entire range of the density parameter r, ( Kallio et al?*). In their work, Arponen
and Pajanne?? have developed a new approach to solve the problem of a charged impurity in an
electron gas. The correlation energy, €corr, is calculated from the ground-state expectation value
of the Hamiltonian which describes the electron gas plus the incoming positron fixed at a distance.
In the evaluation of €orr, the positron—electron interaction has also been considered ( see Eq. 2 ).
The analytic interpolated expressions for the €corr in the whole range of the density parameter r,
( $7rip(r) = 1, where p(r) is the undistorted electronic density of the target ) are given as follows:

o (r) = 47 (x), (2)

_%vzd)j(r) + [,‘-l'::c(n+(r)) - ¢(r) +
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2€corr(Ts) = — 1.56 +(0.051Inr, — 0.081)Inr, + 1.14; rs < 0.302, (3a)

/T

0.05459

2 3
r.!

2ecorr(rs) = —0.92305 — 0.302 < r, < 0.56, (3b)

13.15111 2.8655
corrils) = — 0.62 ) . <r, S -Yy
Zecorr (1) = o * g 3y~ 0298 0.56 < r, < 8.0 (3¢)

and finally,
2¢€corr(n(ry)) = —179856.2768n° + 186.4207n — 0.524; 8.0< 7, < o0, (3d)

where n(r,) is the electronic density corresponding to the density parameter r,.

The PCOP potential, defined as a functional derivative of the correlation energy with respect
to p(r), can be derived conveniently from the following equation in terms of functional derivative
of the density parameter?,

1

Vaare(5) = (1- 3 ) o). (4)

r

Finally, we obtain the following form of the V;,-(r) ( in atomic units ) from Egs. (3)-(4):
for r, <0.302, :

-1.30

2Veorn(T) = +(0.0511In(r,) — 0.115)In(r,) + 1.167; (5a)

s

for 0.302 <r, <0.56,

0.09098
2Veorr(r) = —0.92305 — o2 ; (5b)
and for 0.56 <r, <8.0,
8.7674r, —13.151 + 0.9552r,  2.8655
2Veorr(r) = — — 0.6298.
(r) (ro+2.5)3 * (rs +2.5)2 * (rs +2.5) 0.6298 (3¢)

Note that for molecular systems the short-range e.orr(r,) is to be divided by a factor of
(2¢ 4+ 1)/v47 to account for molecular orientation not considered by Arponen and Pajanne??. Here
we do not worry about the 8.0 < r, < oo region, as this range is beyond the crossing point where
the polarization potential is accurately described by the asymptotic term ( Eq. 1 ). It is to be
noted that the interpolation formulae for the correlation energy ( Eqs. (3) ) were formulated in
‘such a way that for the limit r, — oo , the e.orr reaches the value of Ps— ion energy, i.e., —0.262
a.u.. In the present positron scattering case, we realize that in the r, — oc limit, the correlation
energy approaches the correct asymptotic form of the polarization potential ( the same prescription
as suggested by O’Connel and Lane!® ).

Thus, the PCOP interaction potential, VPIZFOP(I'), for the et-molecule/atom system is given

by,
‘VPI;ICOP(I,) = "fcorr(r)a 7 < T (6(1)
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and by Eq. (1) for the r > r. range. Here 7. is the radius where the Veorr and —aq/2r* ( or
aq/2r* ) terms cross each other for the first time. In addition, we will also report the similar
cross sections under the ECOP potential, which has recently been employed for positron-molecule
scattering ( Jain(?*~27), Gianturco et al?® ). Even though the EPP results are encouraging for
some molecular targets ( Jain and Thompson?® ), we feel that it is more appropriate to find a true
positron polarization interaction.

The new PCOP potential ( Eq. 6 ) has several favourable points worth mentioning here:
first, it involves a true correlation of the incoming positron with the target electrons at short
distance encounters and exihibits correct behavior in the asymptotic region; second, it is very easy
to calculate and convenient to incorporate into any model potential approach; third, it is quite
different from the corresponding EPP and finally, ( see later ), it gives qualitative good results for
the total cross sections for several atomic and molecular targets as compared with experimental
data.

ITII. Scattering Parameters

In fact, the numerical techniques to solve the scattering equation for the e* wave function
are standard as employed for the electron scattering case. For the atomic target ( Ar ), we use
the variable-phase-approach (VPA)® in order to determine phase—shifts at each energy; more
details of the VPA approach are given in Ref. 31. The optical potential of the e*-Ar system is
determined very accurately from the numerical Hartree-Fock wave functions of the target*?. In
order to preserve numerical accuracy, convergence tests were carried out with respect to radial

integration and number of partial waves retained in the evaluation of various cross sections’®.

For the diatomic molecule (CO) case, the scattering equations are set up in the single center
formalism under the body—fixed (BF) adiabatic-nuclei-approximation (ANA). The final coupled
scheme is formulated in the integral e%ua,tion method33. More details for the positron-CO calcula-
tions can be found in our earlier(?6—27) and recent!” papers.

Assuming the CO molecule in its ground electronic ( 102202302%40%17*; 1T ) and vibrational
states, the equation of the continuum positron wave function, P(r) in the single center formalism
under the BF ANA can be written as,

(V2 4k — 2V(r)]P(r) =0, (7

where k2 is the positron energy in Rydbergs and the interaction potential V(r) includes the repulsive
static and attractive polarization forces. Expanding the V(r) in terms of Legendre projections, vx,

Amaz

V(r) = Viu(®) + Voar(r) = > X7 (r) + 0375 (r)]Pa(cos 8), (8)

A=0

we obtain the following set of coupled differential equations for the continuum function P(r) for a
given symmetry A,
2 f(L+1
LAD 1 k21Ph () = 3 Vi) Pl () ©
zl

R

where the potential matrix Ve is determined as usual34. Here A corresponds to £(A = 0), II(A =
1), A(A = 2), (A = 3) etc. symmetries. There are several methods to solve equation (9), but we
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adopt an integral-equation technique by converting the differential equation (9) into an integral

equation®?,

PA(r) = je(kr)oers + Y / Golr,m Ve (') Py, (v')ar', (10)
g Yo

where the Green’s function is defined by
Gel(ryr') = k7 ne(kr)je(kr') — je(kr)ne(kr')], (11)

in which j,(kr) and n(kr) are Riccati-Bessel functions. Note that in the expansion ( Eq. 8 ) of
polarization term, we have only A = 0 and 2 terms.
The CO molecule is a polar molecule which needs special attention in a BF adiabatic-nuclei

theory where the forward DCS and o, are undefined®®. In this respect, we employ the multipole—
extracted-adiabatic-nuclei (MEAN) scheme of Norcross and Padial®*®, in which the DCS for the

J — J' rotational transition are given as

do ., doFBA __ kyp , 1 TN FBA
) == (JJ)+-ZE;§:KXJAJ;OM}15 > (Bay, — BEEA)Ps(cos ), (12)
i, A=0

where the first term is the usual closed form for the (JJ’) rotational excitation DCS in the space—
fixed first-Born-approximation (FBA); ks and k are respectively the wavevectorsin the initial and
the final channels; C (...) is a Clebsch—-Gordan coefficient; I, is the angular momentum transferred
during the collision; By, are the DCS expansion coefficients and Biﬁ“‘ are the corresponding
quantities in the FBA evaluated in the BF frame of reference. The channel vectors are related by

the relation,

k3 — k5 =BJ'(J'+1) = J(J + 1)), (13)

where B is the rotational constant of the CO molecule. Finally, the expressions for total ( /7 )
and the momentum transfer ( o) ) cross sections are evaluated from equation (11) for any (JJ')
transition. Total ( summed over all final rotational states J' ) integrated ( o; ) and momentum
transfer ( o, ) cross sections can easily be obtained from

Utormzzatji’rm$ (14)
J'

However, for a proper comparison with experiment, we average the o, and o, over the Boltzmann
distribution of rotational states at 300 K ( represented as (o) and (o,,) ). This is quite easy since
in the present energy region the sum over J' in equaton (14) is insensitive to J.

Finally, for a polyatomic molecule, we employ totally a different set of computer codes to
obtain scattering parameters. The details are given elsewhere(!®37). For a polyatomic target, it is
again convenient to make use of the ANA and set up the scattering equations in the single—center—

_expansion scheme under the close-coupling formalism. The equation for the scattered positron
function P(r) is the same as given in Eq. (7), however, now the single-center—expansion scheme
is quite different. The angular basis functions belong to the irreducible representation (IR) of the
molecular point group. The P(r), V,; and Vp, are expanded around the center—of-mass (COM) of

the molecule in question. For example, the P(r) is expanded as!?,

P(r)= > rlGEM (X3 (#), (15)

thpu
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where the X7/ are symmetry-adapted angular functions belonging to a particular irreducible rep-
resentation pu of the molecular point group. The static potential V,; is given by

N M
w(r) = / o> > v — x5/ dradry - drn - Y Zifr - Ri[ 7, (16)
j=1 i=1

where v is the target ground state wavefunction given as a single Slater determinant of one-
electron spin orbitals ¢4 (r), N is the total number of electrons and M the number of nuclei in the
molecule.

Finally, the scattering amplitude for et with initial direction k and the final direction f is

. 27 DT ayf—f
f(kl') = —27‘:— A;:(k)XZ‘;L;(r)T»e ¢ (Si;:,l’h' - 5“’5hh’)7 (17)

where the sum being over £, h, £, h',p and p. The S matrix is related with the K matrix in the usual
fashion. The amplitude ( Eq. 17 ) is defined in the BF frame of reference. In order to transform
it into the space—fixed (SF) or the laboratory frame coordinate system, we employ the standard
technique in terms of rotation matrices®, R(a,3,v) ( the (a37) are the three Euler’s angles ). If
r' represents the coordinates of the positron with respect to SF coordinate system, the transformed
amplitude, f (R.f" ), is employed to determine the rotationally inelastic transition amplitude under
the ANA theory, i.e.,

f(i = ) = (1f(k#; af7)If),

where (i| and (f] are respectively the initial and final rotational eigenfunctions. The total elastic
cross sections are obtained by summing over all final rotational states and averaging over all initial
states. The expressions for the differential, integral and momentum transfer cross sections are given
for general non-linear polyatomic molecules in Ref. 13.

In the present CH, case, we do not face any convergence problem in the summation over
various angular momentum quantum numbers. In fact, even the DCS’s can be obtained easily with
proper convergence within a reasonable size of the scattering matrix. For more details about the
actual numerical parameters we recommend our previous paper?®. In the present results on the
positron—CH4 collisions, we have kept the same single-center expansion and K-matrix parameters

as described in Ref. 29.

Jain and Thompson?? used three different approximations for the polarization interaction; all
the three models were exactly the same as employed for electron scattering(*®—4%), However, the
most successful was the one based on the second—order perturbation theory under the Pople Shofield
method?! in which the distortion in each molecular orbital is the same. The non-adiabatic effects
were included via the non—penetration criterion of Temkin#?. This electron polarization potential4?
( to be denoted by JT ) has so far been quite successful in positron—-CHy collisions. Unfortunately,
the JT potential has never been employed for any atomic system; however, it has been employed for
the eT-N; case!? with fair success. The other two EPP used by Jain and Thompson?® were based
on the asymptotic form multiplied by the cut—off function. Although the use of non—penetrating
scheme for the positron case may be questionable, however, we argue here that the non-adiabatic
effects in e case are not much effective due to relatively smaller local kinetic energy of the impinging
positron in the vicinity of the target. Therefore, we emphasize here that in any polarised—orbital
variational approach, the non-adiabatic correction may not be taken very seriously. In the findings
of Elza et al®, these non-adiabatic effects seem to change the results; however, it is hard to draw
any conclusion since they introduce fitting parameters which makes physics less clear.
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Fig. 1. Various polarization potentials for the et -Ar system. The po-
tentials PCOP1, PCOP2 and ECOP are shown, respectively, by solid,
dashed and long-dashed lines. The various notations are explained
in the text. In the inset are shown the total optical potentials ( sum
of repulsive static and attractive polarization potentials ) with vari-
ous models: solid line, V,; + V;fo?opz; dashed line, V,, + Vfocfopl;

long-dashed line, V,, + Vfﬁop )

IV. Results and Discussion

First, we display the new PCOP terms in Fig. 1 for the e*~Ar system. We have considered

- two forms of the PCOP model; one, the correlation potential defined by Eq. (6) ( to be denoted by
PCOP2 ) and two, the correlation energy itself ( Eq. 3, to be denoted by PCOP1 ). Both the PCOP1
and PCOP2 terms are plotted in Fig. 1. Also shown in this figure is the corresponding ECOP
~potential. We see a significant difference between the ECOP and PCOP curves. In general, the
PCOP is stronger then the ECOP approximation. This simply means that the et — e~ correlation
energy is stronger, thus giving rise to a more attractive polarization potential. It seems realistic
since the e* is expected to distort the target charge cloud deeper due to strong correlation of
electron and positron particles. A similar situation exists for molecular targets ( CO and CH, ) (

not shown ).
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Fig. 2 Differential cross sections for the et —Ar elastic collision at 8.5 eV.
Present theory: solid curve, PCOP2 model; dashed curve, PCOPI
model; long-dashed curve, ECOP model. The experimental points
are taken from Refs. 44 and 45.

The total optical potential shown in the inset of Fig. 1is a sum of repulsive static and attractive
polarization terms; thus there is a zero—potential point and an attractive well. The position of the
zero-point potential and the shape of the attractive well decide the penetration and sign of various
partial waves. Here the role of polarization interaction is important and the low—energy scattering
is strongly influenced by these cancellation effects not present in the electron scattering case. Thus
the form of the polarization potential in the zero—potential and the attractive well region is very
crucial to determine the scattering process.

Fig. 2 illustrates the DCS for the e*—Ar system at 8.5 eV alongwith the ECOP results and the
measurements of Refs. 44-45. We see a significant qualitative improvement represented by these
PCOP curves. The dip in the experimental DCS around 50° is neatly reproduced by the new model,
while the ECOP dip occurs at smaller angle (30°). We have not shown other calculations*® 4% due
to their semi-empirical nature. We have seen similar agreement between theory and experiment
at other energies ( lower and higher than 8.5 eV ) also!®. In order to further see the success of
the PCOP model at lower energies, we have calculated the scattering length in the zero energy
limit. The value of the PCOP scattering length is —4.89 (au), which compares very well with the
experimental value’® of —4.4 £ 0.5 (au); the ECOP model gives this value only 1.7 (au). It is thus
quite clear that in this low energy limit a true positron polarization interaction makes big difference
in the scattering parameters.
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Fig. 3. Positron-CO (o) cross sections in various theoretical models (
including the R~matrix results®, shown as dash-dot-dot curve ) and
experimental observations ( circles, Kwan et al’l; triangle, Sueoka
and Mori*?). Our PCOP results are shown using experimental value
of the dipole moment ( solid curve } and also the theoretical value of

the dipole moment ( dashed curve ). The ECOP data'® are plotted
as the dotted curve.

We now discuss our e*—CO calculations on the (o) parameter. Fig. 3 shows the present PCOP
(o¢) alongwith the ECOP?® R-matrix? and the experimental(!~52) results. We have shown two
versions of the present PCOP ( Eq. 6 ) model: one, with the present theoretical value of the dipole
moment (D=0.099 a.u.), shown as dashed curve in Fig. 3 and two, by using the experimental
value (D=0.044 au), shown as a solid line. Below 4 eV, the use of theoretical value of the dipole
moment makes Jarge changes in the (¢;). The R-matrix results do not compare well with the
- Imeasurements; one reason being that they employ their theoretical dipole moment value in the
MEAN approximation and the second reason is related with their polarization force which still
needs to be improved®®. The inclusion of the polarization force makes large changes ( about a
factor of two or more ) in the pure static results. It seems that the ECOP approximation is better
at higher ( E > 2 eV ) energies; however, this conclusion may not be true as the two sets of DCS’s

differ significantly and we expect that the PCOP DCS’s are better than the cooresponding ECOP

cross sections 17.
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Fig. 4. Positron-CO DCS at 2 eVin the PCOP ( solid curve ) and ECOP

( dashed curve )*® polarization models.

In order to see the qualitative differences between the ECOP and PCOP models for the positron
collisions with CO molecules, we have shown in Fig. 4, the differential cross sections at 2 eV. We
see a qualitative difference between the two curves of Fig. 4 . The dip in the ECOP approximation
occurs at lower angles while the PCOP dip in the DCS’s curve occurs at somewhat larger angles;

the difference between the positions of the two dips is about 20°. The disagreement between these
es ( Fig. 4 ). It is interesting to note that the total cross

sections at this energy is almost same in both the PCOP and ECOP approximations. Thus. the
integral cross sections are sometimes confusing and therefore a theoretical model should be judged
from the angular functions which are more sensitive to model potential results. It would be very
interesting to see the position of the dip in an experimental investigation. So far, we believe that

the PCOP dip is more realistic.

two polarization model is seen at all angl
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Fig. 5. The positron-CH4 o, cross sections using the PCOP , ECOP?8
and JT?? theoretical models. All the curves are labelled with respect

to all these approximations. The experimental data are taken from
Refs. 54 and 55.

From Fig. 3, we thus see that the PCOP model is quite successful in reproducing the ex-
perimental data, particularly at low energies where the ECOP calculations totally fail. At higher
energies ( above 3 eV ) where the ECOP approximation seems to work well, the difference between
the two sets of DCS is significant ( see Fig. 4 ); for example, at 2 eV, the positions of the dips in
the ECOP and PCOP curves occur at 40° and 50° angles respectively.

Right now there are no other DCS’s ( theoretical or experimental ) available for comparison
for the positron-CO elastic collisions. It would have been interesting to have a comparison between
the PCOP and the R-matrix angular functions. It is possible that the DCS’s for the positron-COQO
system be measured in the laboratory in future. Only then one can conclude finally about the
usefulness of the PCOP model in the e*~CO case. In passing, we would like to mention that
at further lower energies ( below 1 eV ) the difference between various DCS calculations may be
dramatic due to a stronger dependence of the collision dynamics on the polarization/correlation
effects.
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Fig. 5. The positron-CHy oy cross sections using the PCOP . ECOP?8
and JT?° theoretical models. All the curves are labelled with respect
to all these approximations. The experimental data are taken from
Refs. 54 and 55.

From Fig. 3, we thus see that the PCOP model is quite successful in reproducing the ex-
perimental data, particularly at low energies where the ECOP calculations totally fail. At higher
energies ( above 3 eV ) where the ECOP approximation seems to work well, the difference between
the two sets of DCS is significant ( see Fig. 4 ); for example, at 2 eV, the positions of the dips in
the ECOP and PCOP curves occur at 40% and 50° angles respectively.

Right now there are no other DCS’s ( theoretical or experimental ) available for comparison
for the positron-CO elastic collisions. It would have been interesting to have a comparison between
the PCOP and the R-matrix angular functions. It is possible that the DCS’s for the positron-CO
system be measured in the laboratory in future. Only then one can conclude finally about the
usefulness of the PCOP model in the eT-CO case. In passing, we would like to mention that
at further lower energies ( below 1 eV ) the difference between various DCS calculations may be
dramatic due to a stronger dependence of the collision dynamics on the polarization/correlation
effects.
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Fig. 6. DCS’s for the e*—CHy collisions at 6 eV using the PCOP, ECOP
and JT?® models for the polarization potential. The points ( + ) are

the static only results.

Finally, in Fig. 5, we demonstrate our et~CHy o, values along with experimental points. Also
shown in this Fig. 4 are the calculations using EPP models of Jain and Thompson?? and Gianturco
et al’®. The measured data are taken from Dababneh et al®* and Sueoka and Mori®®. Again we
see that the new PCOP gives very encouraging results as compared to other theoretical models
based on the EPP. However, if we look into the corresponding DCS ( Fig. 6 ) at 6 eV, the three
models give totally different type of results. We need experimental data on the DCS in order to
see which polarization approximation describes the collision properly. It is clear from Fig. 6 that
even if there is some agreement in the total cross sections, the DCS’s may be quite different both
in quality and quantity. '

V. Conclusions

We conclude that a true positron polarization approximation is essential to investigate the
low—energy positron collisions with atoms and molecules. Even if the EPP and PCOP total cross
sections are identical, the DCS differ significantly. We are in the process to test the sensitivity of
the Z.ss parameter with respect to EPP and PCOP polarization models. We mention here that
in the positron scattering, the question of nonadiabaticity may not be as serious as in the case of
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electron collisions: the reason being that the positron being repelled by the nucleus of the target is
not speeded up in the vicinity of the target; thus reducing the non-adiabatic effects.

In this article, we have discussed a new parameter—free positron polarization potential which
is obtained by short range et — e~ correlation energy and the correct long range behaviour of the
polarization potential. It should be realized that the inclusion of correlation/polarization effects in
positron collisions is a very hard problem. In model approaches, such as the one discussed here,
one has to compromise with the local and energy-dependent form of the polarization against its
non-local and non-adiabatic nature. The use of model polarization potentials will still continue
due to their simplicity and significant success even at the DCS level. We emphasize that all the
positron polarization models should be tested with respect to differential cross sections and the
very low energy parameters such as the scattering length and the annihilation paremeter.
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THE CALCULATION OF THE CONTRIBUTIONS TO LOW ENERGY e*H, SCATTERING
FROM X7 and IT, SYMMETRIES USING THE KOHN VARIATIONAL METHOD

E. A. G. Armour, D. J. Baker" and M. Plummer
Mathematics Department, University of Nottingham, Nottingham NG7 2RD, England
tRutherford Appleton Laboratory, Chilton, Didcot, Oxfordshire OX11 0QX, England

Abstract

Above incident energies of about 2 eV, the contribution to the total cross section in e*H, scattering from the
E* symmetry is insufficient to account for the experimental value. We describe calculations we have carried out of
the lowest partial waves of £ symmetry and IT, symmetry using the Kohn variational method. The contributions
to the total cross section from the two equivalent pamal waves of I1, symmetry significantly reduce the discrepancy
with experiment up to incident encrgles of 4-5eV. Comparisions are made with recent R-matrix calculations per-
formed by Danby and Tennyson

Introduction

For incident energies up to about 2eV, the contribution to the total cross section in e*H, scattering from the
lowest partial wave of Z* symmetry is sufficient to account for the experimental value provided Hylleraas-type
functions, containing the posmon -electron distance as a linear factor, are included in the Kohn trial function®. The
lowest partial wave of Z* symmetry is the analogue of the s-wave in positron or electron-atom scattering. The next
symmetries from which 51gmﬁcant contributions may be expected as the energy increases above 2eV are the ¥ and
1, symmetries. The lowest partial waves of these symmetries are the analogue of the p-wave in positron or
electron-atom scattering. The decrease in symmetry in changing from an atomic target such as H or He to H, splits
the p-wave between the two symmetries: the m = 0 component is included in the Tt symmetry, whereas the
m = *1 component is included in the IT, symmetry.

The asymptotic- effective potential between the target hydrogen molecule and an incident positron is of the
form

QP5(cos 6) Qg ayPy(cos 6)
r—3c0 r3 2rt 2r4

v(r) 0
r and 6 are spherical coordinates of the positron measured from the nuclear centre of mass, with the z-axis along
the nuclear axis. Q is the quadrupole moment of the hydrogen molecule. The first term in (1) is the asymptotic
form of the static potential, first order in the interaction between the positron and the target. The other terms are of
second order. o and @, are respectively the spherical and non-spherical dipole polarisabilities of the hydrogen
molecule, and are lincar combinations of ¢ and a,, the dipole polarisabilities parallel and perpendicular to the
nuclear axis. In second order perturbation theory, the expressions for o and a, are made up of contributions from
virtual excitations to states of 7 and II, electronic symmetry respecuvcly

The Z* partial wave trial function used in reference 2 did not include functions with the correct asymptotic
form to deal with the long-range polarisation of the molecule. However, there is evidence from Kohn calculations
of e*H and e*He scattering that short-range exponentially decaying trial functions are adequate in the case of the
s-wave except in the vicinity of zero cnergy4 . It is reasonable to expect that this will be the case for Kohn
calculations of the lowest partial wave of E symmetry in e*H, scattering. There is no centrifugal barrier® and the
phase shift is determined by the positron- molccule interaction at all separations and not just when the positron is
far from the molecule.

This is not the case for higher partial waves which experience centrifugal barriers. For sufficienty low
incident energies long-range behaviour dominates and the phase shifts for these partial waves may be obtained from
the first Born approx1manon7 using the asymptotic potential (1). Armour and Plummer® show for e*H, scattering
that the correct behaviour of the phase shifts at very low energies follows naturally from the Kohn equations if the
trial function includes long-range polarisation functions of the correct form.

Several authors®® 10 have reported poor convergence of p-wave phase shifts at low incident energies
(incident wave number k = 0.1a4',0.2a4") in Kohn calculations of e*H and e*He scattering that did not include
long-range polarisation functions in the trial function. Armour 1 tound similar behaviour at low energies in a Kohn

87

A



calculation of the lowest partial wave of £} symmetry in e*H, scattering that took no account of long-range polari-
sation. The trial functions for the presént calculations of the lowest partial waves of £ and IT, symmetries include
long-range polarisation functions, separable correlation functions of Z; ¥, 11, and IT, electromc symmetries, and
Hylleraas-type functions, important at higher energies (k > 0.1ay 1y for takmg into accoum short-range interactions
between the positron and the target electrons.

The Calculations

The calculations are extensions of the earlier calculations®!!. Prolate spheroidal coordinates are employed in
the fixed nuclei model and the open channel functions are made up of solutions to the free-particle equation in this
coordinate system appropriate to the lowest partial waves of £7 symmetry and I1, symmetry, respectively, With
¥ the model H; ground-state wave function, the correlation functions are of the form

N Ag 1 p3 [M08(9y — $3) 17 (M cos ¢y 1%r s
2540 s 11 [(MyC08 ($3 - 63017 (M 008 9, 1Tr33)e PH r )W ()
Coordinates 1 and 2 represent the electrons and coordinates 3 represent the positron, and

( AJiusie P sMP M, cos ¢4 1% (separable and Hylleraas functions),

f(3) = { sincds
or

coscA _ AM NPT M 4,
—3—3—-—(1 —e 7% l)) u3” b (1—3) [‘%S%] (polarisation functions).
. A3 3 3

= [(A2- DA -uD1,

a;, b;,c;,di piy gy, iy S 8, u;, v, and w; are non-negative integers and o, f, ¥ and N are constants. ¢ = 3kR,
with R the nuclear separation. r,, is the separation between electron 1 and the positron.

For overall Z] symmetry, c;+d;+s; is odd and ¢; = u; = 0. The Hylleraas functions have p; = 0,; = 1 and
the separable and polarisation functions have =0, w,=1,v;=2,p; =0o0r 1. For the I, calculation ¢;+d;+s5;
is even. The Hylleraas functions have p; = ¢; =0, ¢; = u; = 1, the separable and polarisation functions have
t; =0,w; = 2, v; = 1, For the separable functions, three sets of values are used for p;, ¢; and u;: p; = 0, ¢; = 0,
u;=1,p;=1,¢;=0,u;=1and p; =0, q; =1, u; = 0. The two sets of values with q; = 0 are used for the
polarisation functions. In both calculations the polarisation functions have either 7 or I, electronic symmetry.

Discussion of Results

The £} wave calculation is described elsewhere!2. We find that the low- -energy (k < 0.1ag 1) behaviour is

dominated by the polarisation functions: the Born approxlmauon is approximately obeyed in this region although
the phase shifts fall off slightly as & approaches 0.1 ag!. For higher incident energies up to k = 1.0a4! the Hyl-
leraas functions contribute most to the phase shifts, although the polarisation functions remain important. There is
good agreement with eigenphase sums for the £} symmetry obtained by Danby and Tennyson! using the R-matrix
method with a systematic treatment of intermediate and long-range polarisation using polarised pseudostates.
Towards the top of the energy range the R-matrix eigenphase sums become increasingly larger than the Kohn phase
shifts; this may be due to the fact that the Kohn calculation does not allow for mixing of partial waves. Both
calculations predict that the contribution to the total scattering cross section from this symmetry is much too small
to reduce significandy the discrepancy with experiment above 2eV.

For the T1, wave, the polarisation functions again dominate low energy behaviour and the Born approximation
is followed for k < 0.1ag'. Above k = 0.1ay! the polarisation functions have less influence. The phase shifts
using separable and separable plus polarisation functions are shghdy larger than the corresponding R-matrix eigen-
phase sums for the IT, symmetry’. As in the case of the Z; wave?, the inclusion of the Hylleraas functions sub-
stantially boosts the calculated phase shifts. The discrepancy wuh the experimental total cross section is
significantly reduced; adding together the contributions from the Z*’ I3 and the two equivalent IT, partial waves
gives totals that are comparable with the results of Hoffman et al!3 up to4-5¢eV.
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We are currently adapting our calculations to allow for mixing of partial waves in each s?'mmetry. This may
improve results at the upper end of the energy range under consideration. The R-matrix results” suggest that higher
symmetries give contributions to the total cross section comparable to that of the I} symmetry above k = 0.4 ao'l.
We are currently adapting our work to include the I'Ig symmetry.
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AB INITIO R-MATRIX CALCULATIONS OF e* - MdLECULE
SCATTERING
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ABSTRACT

The adaptation of the molecular R-matrix
method, originally developed for electron—molecule
collision studies, to positron scattering is discussed.
Ab initio R-matrix calculations are presented for col-
lisions of low-energy positrons with a number of di-
atomic systems including Hy, HF and N;. Differen-
tial elastic cross-sections for e -H; show a minimum
at about 45° for collision energies between 0.3 and
0.5 Ryd. Our calculations predict a bound state of
et HF. Calculations on inelastic processes in Ny and
O3 are also discussed.

INTRODUCTION

The first principles calculation of low-energy
positron molecule collision parameters is an active
area which has recently been reviewed by Armour!.
The most accurate calculations have largely been
confined to hydrogenic targets. Over the past few
years we have been studying positron collisions from
a variety of diatomic targets®~7. As we will show,
these calculations have now reached the stage where
they not only aim to reproduce experiment but have
made a number of experimentally testable predic-
tions.

METHOD

The R-matrix method has been successfully used
for a number of years by Burke, Noble and co-
workers to study low-energy electron molecule col-
lisions, see Gillan et al ® for a recent presentation
of the theory. These calculations have been able to
reproduce even subtle features of observed electron-
molecule collisions.

The basis of the R-matrix method is the division of
space into two regions. The internal region is con-
tained in a sphere centred on the target molecule
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centre-of-mass. This sphere is assumed to entirely
enclose the target charge distribution. Typically,
and for all calculations discussed below, the sphere
has a radius of 10 ag.

For positron-molecule collisions, the potential in
the internal region comprises the repulsive positron
- nuclei terms and the attractive, multicentre
positron—electron interaction. The latter is partic-
ularly difficult to represent accurately. In the ex-
ternal region, the potential has a simple multipolar
form representing the static moments of charge dis-
tribution and the dipole polarisability of the target.

An advantage of the R-matrix method is that com-
putations on the difficult internal region are per-
formed independent of scattering energy. This is
done because the finite sphere has the effect of dis-
cretising the continuum which is then represented
by numerical functions. These functions in principle
form a complete set but in practice are truncated
at some collision energy 2-3 times the highest en-
ergy of interest. The numerical functions augment
L? functions, Slater Type Orbitals, which are used
represent the target and to carry short range polar-
isation effects.

The R-matrix method of electron-molecule scat-
tering has been extended to allow parallel studies for
positron impact. Modifications consists of altering
the signs of the relevant Coulomb integrals, neglect-
ing exchange with target electrons and allowing the
positron to occupy filled electron spinorbitals. In the
internal region short and intermediate range polar-
isation effects are treated, respectively, by allowing
single electron excitations of the target and by the
introduction of polarised pseudostates. The asymp-
totic form of the polarisation potential is adopted
for the outer region. Details of the implementation
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of the R-matrix method for positron scattering cal-
culations can be found in refs. 2 and 6.

RESULTS
Hydrogen molecule

Positron-H; calculations have been the subject of
a series of studies by Armour and co-workers!. The
best of these calculations are of high accuracy us-
ing explicit functions of the e~ — et coordinates,
so called Hylleraas functions, to give a good rep-
resentation of electron—positron correlation, usually
described as target polarisation effects. These calcu-
lations form a benchmark against which other meth-
ods can be tested.

We have recently completed a study of low-energy
et—H; collisions®. These calculations tested several
target representations, the best being one which re-
covered about 90% of the H; correlation energy.
Methods of including short-, long- and intermediate-
range polarisation effects were studied. These calcu-
lations showed that our short-range polarisation was
not sufficient for the lowest E; symmetry but gave
a good representation of higher symmetries. This
enabled us to calculate differential cross sections for

elastic et-H; collisions, an example of which is given
below.
0.800
0.3 Ryd
0.400 4
0.000 ; :
0 60 120 180

Fig. 1 Differential cross section, in a2 sr~1, for

et-H; collisions®.

These differential cross sections are of interest be-
cause they show a pronounced structure with a min-
imum in the cross section for all but the lowest en-
ergies. For scattering energies above 0.3 Ryd and
below the positronium formation threshold this min-
imum is in the 40° — 60° region. Such minima have
been predicted for et - Noble gas systems but have

eigenphase sum

yet to be confirmed experimentally.
Hydrogen fluoride

The collisions of low-energy electrons with polar
molecules have caused considerable recent interest
because of the observation of sharp spikes, partic-
ularly in vibrational excitation cross sections, for a
number of these systems. It is now generally ac-
cepted that these spikes are caused by resonances
associated with ro-vibrationally excited states of a
very weakly bound negative ion of the system in
question. A well studied® example of such systems
is e"-HF.

Of course for positron scattering any correspond-
ing series of resonances would have immediate conse-
quences for positron annihilation rates. A number of
systems have been observed to have unusually high
values of Z,ss 10, several of which are molecules with
a large dipole moment. R-matrix positron scattering
calculations on HF do indeed reveal the presence of
a weakly bound state®.

0.2 1

-0.2 4

-0.6

—-1.04

0.4 0.6 0.8

energy (Ryd)

0.0 0.2
Fig. 2 Eigenphase sums for e*-HF scattering with

E;f symmetry as a function of the degree of polari-
sation included in the calculation.

Since the publication of these calculations a pro-
gramming error in our code has come to light®. This
error only affects the inclusion of short range po-
larisation in our calculations and does not alter our
conclusion that the e* HF system supports a bound
state. Above we give corrected eigenphase sums for
scattering at the equilibrium HF geometry of 1.733
ag. These eigenphase sums are, in order of increasing
value, for static, static plus ¥ polarisation and static
plus £ and II polarisation models. These models are
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analogous to those of Danby and Tennyson (1988).

For all models the HF eigenphase sums show a pro-
nounced threshold peak characteristic of the pres-
ence of a bound state. Confirmation of a bound state
can be obtained by searching the complex k plane
to find a pole in the S-matrix (Morgan and Burke
1988). This analysis showed e HF to be bound by
1.4 x10~° Ryd in the static model and 3.1 x107°
Ryd in the T + IT polarisation model. Adding fur-
ther polarisation increases the binding energy to 3.3
x107° Ryd.

Other systems

Calculations have been performed for scattering
off a number of other diatomic targets such CO%#4,
N 247 and F,. These calculations have explored not
only elastic effects, such as those discussed above,
but also inelastic processes. The et - CO calcu-
lations considered rotational excitation. Studies of
vibrational excitation of N2, of importance for the
thermalisation of positrons in air, are nearing com-
pletion. Finally we have embarked on a study of
electronic excitation effects in et — O collisions, a
system for which unusual phenomena have already
been observed experimentally!l.

CONCLUSIONS

Several positron — diatom collision systems have
now been studied using the R-matrix method. These
calculations have been shown to be capable of mak-
ing firm predictions that are experimentally verifi-
able. It is clear that the calculations suffer from a
weakness in that they uniformly underestimate the
contribution due to the correlated positron — elec-
tron motions. This short range polarisation effect is
most important at very low energies and for the pen-
etrating s wave. Comparisons with Hy calculations
suggest that our calculations on symmetries higher
than 2;" are not sensitive to this omission.

None of the calculations presented here made al-
lowance for a positronium exit channel. This means
that their range of validity is restricted to below the
positronium formation threshold which occurs at a
few eV for most molecules. Extension of our calcu-
lations into this region presents a formidable chal-
lenge, but one which is ripe for a concerted attempt
to tackle.
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ABSTRACT

We have applied an optical potential method to the
calculation of positron scattering from the noble gases in
order to determine the effect of open excitation channels
on the shape of differential scattering cross sections.

THEORY

In positron-atom scattering the usual close-coupling
expansion for the total wavefunction in terms of the sum
of products of the bound-state wavefunctions of the tar-
get atom and the one-projectile scattering wavefunctions
leads to the following set of integro-differential equations
for the radial parts F; of the scattering wavefunctions:

2 L{+1) o
(35 - S +F) B()
= 22 ;(7) Fy(r) (1)
Here the potential terms V;; are given by
7 N
Vi(r) = = 85— 3 (% |F——-—‘m> (2)
k=1

and the &, are the bound-state wavefunctions of the N-
electron target.

In practice only a finite number of bound target states
can be included in the close-coupling expansion. Hence,
we approximate the effect of the higher discrete target
states as well as the ionization continuum by means of an
optical potential. We divide the space of scattering func-
tions into P- and Q-spaces. We choose for the P-space
the elastic channel only and thus the Q-space contains
all inelastic channels. In the Q-space we neglect all cou-
plings between different channels but retain the couplings
between the P- and Q-spaces. Thus our method requires
the solution of the inhomogeneous differential equation

(ﬂ_ L+
dr? r?

—2V,(r) + k?) Fi(r)

=2V,o(r) Fo(r)  (3)
for the radial functions F; belonging to the Q-space. Here
F, is the P-space (elastlc) channel wavefunction. In our
previous work! we ignored the diagonal term V,; above
and solved equation (3) by means of the ﬁee-partlcle
Green’s function involving the standard Riccati-Bessel
functions.
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In either case the solution to equation (3) can be writ-
ten as

Fi(r) = -2/ 4’ G (r ") Vi) Fo') ()

where the Green’s function G;(r,r') is given by

G,(r,") = k%fz,.(k.u) lor,(kirs) +i £y, (kir>)] (5)

The functions f; and g, are the regular and irregular
solutions of equation (3) with the right-hand-side put to
zero.

Upon substitution of equation (4) into the P-space
form of equation (1) we obtain

— 2 Voo(r) + kz) Fo(r)

o (r) Fo(r) (6)

2 Il+1)
(&ﬁ— 2

where the optical potential is given by
U (r) Folr)
=43 [ 4V G Vi) Bole!) (1)

+#£0

The real part of the optical potential represents polariza-
tion while the imaginary part represents absorption due
to the inelastic channels.

When the V,; are ignored, f; and g; are the Riccati-
Bessel functions.! However, if we retain the diagonal po-
tentials in equation (3), then f; and g; have to be found
by a numerical solution of the homogeneous differential
equation.

RESULTS

We have extended our previous work on argon' by
using the numerical Green’s functions in the optical po-
tential. We have also carried out similar calculations for
positron scattering from neon.

The overall effect of retaining the diagonal potentials
and hence using numerical Green’s functions is quite
small, i.e. of the order of a few percent of the differ-
ential cross sections at all angles.



The results of using optical potentials for positron-
neon scattering yields cross sections whose behaviour is
very similar to that of argon. In particular, the dis-
tinct minimum in the differential cross section which we
obtained in our previous polarized-orbital calculations?
is no longer present when the optical potential is used.
Below we present some typical results for positron scat-

tering from argon and neon.
]

Figure 1 illustrates the differential cross section for
positron scattering from argon at 30 eV. The polarized-
orbital calculation? shows a deep minimum at 21° while
the two optical potential calculations, which differ only
slightly, do not exhibit any such behaviour. The normal-
ized experimental data® clearly favour the latter calcula-
tions.
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6 (deg)
FIG. 1. Positron scattering from argon at 30 eV. ( ), ten-state optical potential using free-
wave Green’s functions!; (— — —), ten-state optical potential using numerical Green’s functions;

(- - -), polarized-orbital approximation?; e, experimental data normalized at 60°3

Figure 2 illustrates similar results for positron scat-
tering from neon at 20 eV. Finally in figure 3 we show
positron scattering from argon at 8.5 eV. At this energy
only the elastic channel is open. Here the experimental
data clearly show a minimum and agree well with the

| —
shape of the polarized-orbital calculations.?
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ANGULAR CORRELATION STUDIES IN NOBLE GASES

P G Coleman
Scnool of Pnysics, University of East Anglia
Norwich NR4 77J, U.K.

ABSTRACT However, experimental studies of I(®)

nave been literally few and far between,
Thers has Ddeen a recent revival of altacugh the tecanique nas been wicely
interest in the measurement of angular usec ror condensed matter researcn.
corralation of anniailation phctons from Page and coworkers published a snort

the decay of positrons &na positroniunm
in xases. This revival has Dbeen
stimulated by thne possibility offered by
tne tecnnique (a) to shed new light on
tne apparently low positronjum formation
fraction {n tne neavier noole Zases: ana

{D) to provice information on
positronium quencning processes In gases -8
such as oxysen. There {s also the e

potential for learning aocut positronium
slowing down in gases.

Tnis review will focus on eXperimental
noole xas work concucted in the U.X. and
Japan, &anc o2onsicers wnatl new inform-
avion nzs been, anc may te, zained from 4
tnese studies.

INTRODUCTION 2
Correct description of the angulsar
correlavion between salma pnotcns
- . . . . 1
emitted upen tne anniailation ot C%) 5 10 15
positrons by atomic electrons, I1{(3) nas 6 (mr)

long deen recognised as a stringent test

of theories c¢escribing positron-atonm .

interactions. For tais reasocn  many ‘ ) Figure 1 _

taecretical papers report calculations Taeoretical angular correlation
resulss. from refs 1-5. Humder-

of scattering Cross secticns alsc

incluce I(¢) and tne anniailation cross ston's mocel H5 is plotted for
s=crtions  resulting from tne formalism He; tne cazlculations of Dracnman
smployec. '™ ® some results for I{3) ror anc  Mefaceran et al for de ile
TaE noble suSes ara gepicted in rigurs 1, oetwesn tne plols ror «&r and Xe.
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Figure 2
Measured Ps formation fractions
for tne noble gases (from Llife-
time measurements'*!®)., Snaaed
areas gepict the range or values
predicted oy the Ore mcgel.

N\

series of papers in the late 125Q0's in
wnicn the angular corralaticn tecnnique
was used to study positronium quencning
ana the et'fects of nign eleciric fields
on positronium formation®’, Dodut taeir
wCrk in noble Zases was restricteg to

rgzen. Until recently the only otner
WOrK in sases nas fcocussea cn
positronium cnemisery in molecular

£ases?®~'?,  ana measursments in liquic
nooie sases whicn were used in
comparisons with =~ the taneoretical
calculaticns referred o above.!?

Tne recent, albeit smail, revival in
experimental work in tais ar=e anas Deen
in part stimulatea Dy ctne intrizuing
TReSULLS frcm pesitron Ltifetime
Mmeasurements in tne ncble gases that tne
amount of ortho-positroniunm
formed In krypton anc xenon appears o
be mucn lower tnan is 2xpected froan  thne

Ore mocel predictions. Tne results,

summarised in rfigure 2, wers originally
recorted Dy Coleman <2t a.ll® and arigat
=T all’®, and nave opeen <iscussed in
revied pagers inclucing Tacse or
Saaritent® and Criffizalt’

gursued furtner 2y ariznt et

Tney  ders
al,'? wno

(o-Ps)

reported the observation of fast
lifetime components in spectra for both
Kr anc Xe. An example is shown in
figure 3. Wwrignt et al attributed tne
fast components Lo resonant captura of
o-Ps into snort-livea bound states by
tne &r and Xe atoms, <the measured T[ast
lifetimes representing the capture
ratner tnan the anninilation rates. An
alternative picture proposed by Jacobsen
involves the spin conversion of rast o-
Ps into p-P3, wnose decay (s rasponsible
for the fast components. wrignt et al
suggested tnal tne models describing tne
mecnanism  for Ps formation and gecay in
the neavy nodle gases could be tested by
anguiar correlation measurements, and
experiments were later performed on the
two-dimensional angular correlation
spectrometer at the University of East
Anglia.'? The nope nere was that the p-

Ps component - difficult to identify
161 .
=
Z =
=9 3
@ .
A :
=TS 150 _ 200
N
3
03" /e+
I
(@)
L2
2k

80 520
CHANNEL No.

Figure 3
Lifetime spectrum for Xe at 9.54
amagat and 297X.!°® The inset
SNCWS LWC fasz ccmponents
atiriouted oy arignt et a2l o
fesconant  Cugiure of 9-28 into

aLomic 2ounc states.
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be
thus
the

directly in lifetime spectra - could
seen 1in I(y) measurements, anad
provide alternative information on
amount of positronium formea.

puring the
coworkers
dimensional)
tecnnique
annihilation,

ame

8 period
nave

also used
angular

Hyodo ana
tne (one-
correlation
study positron-gas
using silica aerogel toO
stop enougn positrons in a thin region
to ailow nigh-resoluticn angular
correlation measurements Lo be made with
=00¢ statistics, irrespective of Zas
pressure. In addition to a number of
measurements of positronium quencning in
molecular gases?®, these researchers
nave also attacked tne problem of Ps
formation in xenon?%?? and nave obtained
angular correlation data for He, Ne, Ar,
Kr and Xe.??

Lo

Ne Shall now consider in more detail the

experimental results for tne noble
gases. Their contributicns to date to
the understanding of positrconium
formatvion and slowing a@owWwn in noble
gases will be assessed, 1in addition to
any new informaticn they provide on tiae
basic positron-atom anninilation
process.
80
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Figure 4
scrrelaticn  3pectra
neintsrys ance ?

1D angulsar
measuUr:sc oy
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EARLY MEASUREMENTS

Figure 4 shows tne result of Heinberg
and Page® for argon. The gas was at nigh
pressure - 27 atmospheres - and
measurements (one-dimensional angular
correlation) were taken witn and without
a 1 T magnetic field present. The
results are intcresting Dbecause they
Show tne appearance of a narrow
component witn tne application of the
magnetic field. This the autnors
correctly assigned to "tnermalised”
positronium, the relatively long-lived
m=0 o-°rs/p-Ps mixec state, Before
proceeding furtner, tnen, it may be
useful tc consicer briefly the
observables in the angular correlation
measurenents with which we are concerned
nere,

OBSERVABLES

1. Free positron-atom annihilation.
Here tne positron 1is assumed to
tnermalised; Widths (FatM) of 1I(0)
curves range from about 5 to 12 mrad,
reflecting tae mean momenta of electrons
availatle for annihilation.

be

3. Mixed-state positronium decay.
Angular correlation measurements
often performed witn the sample
high magnetic tield, wusually used to
transport positrons ovar a few cm rom
the radioactive source to the sample, SO
that tne sSource is out of sight of the
detectors placea at elther side.

are
in a

in a magnetic field 8, ths m=0 triplet
substate of positronium mixes with the
singlet state. Tne <cecay rates of the
mixed states, A, and \,, are given DYy
the expressions

Ay o= (1 - Xz)ks + X2

T
ana A, o= x2AL 0+ (1 - x%)a
z S ( JAp
where Ai. and . are tase anninilacion
D~'<1ﬁ— Pt .
rates for singie arnd triplet decay,
respectively {at low as gpressures -
3x10° and  T.14x10% s7', respectively)

and x = Z2eno/nCciw.
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At 8 = 0.38T, the field usec in the UEA
experiments described later, x* = 0.012
and A, = 7.9x10%8 7 (=i,) and A =
y.7ns. There is ~ 91% mixiﬁg at 0.4T ana
the states decay via two-gamma emission,

S0 that tne anninilation photons
contribute to I(3) spectra.
State 1 is almost identical to unmixed

p=Ps. Let us assume that no positronium
formed above the upper limit of tne Ore
Gap - the atomic ionisatiorn thresnold -
i.e., naving kinetic energy greater than
its binding energy (b6.oeV) -survives its
next colliision. Tnen we can say tnat at
time zero we have a p-Ps energy
distribution ranging from O to oc.geV.
Because the mean life of p-Ps in the zas
is s1dbps significant slcwing down prior

to anninilation is uniikely, and
component peaks of similar width
(~10mrad) snould Dbe present in spectra
for all tne noble gases, of intensity
corresponding to c¢ne quarter of the
total positronium decays.

State 2 1is relatively very long-lived
positronium, and as sucn can lose much
of 1ts enerzgy in eiastic coliisions witn
gas atcms prior to anniailacion. This
resulis in a narrower comgponent  on tiae
measured spectra, 3uch  as  thnat of
deinberg ana Page; tne lignter the gas
atoms the mere efficient the slowing
aown and the narrower the component.
(Tne gas aensity is so nigh in figure 4
that almost 100U% tnerralisation is
likely.) One can arrive at a cruce
estimate tne degree of slowing cown by
assuming tnat tne mixed-state
posicronium atoms lose 2Zm/M of their
gnergy on edch elastic colilision., Then,
one ¢an  snow  tnat  arter ons mean
lifetime (say 10ns) a 0.deV Ps atom will
have slowed to (0.33 + 0.2/2]7% eV in
one avmospnere of a noble gas of atomic

number Z and elastic scatiering cross
section of 5x10"'%cm?. For nelium tnis
yielas 0.272V (so thermalisation 1is
almost certain), whereas Iin Xenon the

energy after 10ns 15 only -.4eV - almost
no slowing dewn at all,

e that tne taree-gamma g2cay of
is not dctectea,as tacen

102

detection of two almost
anticollinear jamma rays; tnerefore in a
strong magnetic field only nalf of the
positronium tormea can contribute to an
angular correlation spectrum (i.e, that
2 abovse),

relies on the

in states 1 and 2

SILICA AEROGEL MEASUREMENTS

Hyodo ana coworkers nave performed a
series of experiments In nobile anc
molecular gases wWitnh a niwgn-resolution
long=-slit one-dimensional angular
correlation apparatus described in
reference 20, Tne anninilation signal
rate was Iincreased significantly, for

gas pressures of one atmospnere or less,

B=2.9kG ~
1 Bt m .. ..
Xe < e
_/ﬁ.\'*\\‘\
.'..: ....'o
Kr - Py Ze
..o': .‘5..
Ar a

-10 -5 0 ]

Momentum in 107me
Figure 5

10U spectra of Kaxkimoto =2t al

for noble zases (with aerogel

mecsrator), exnibiting narrcw

cemponents  COrrsesponcing Lo the

cecay of mixedg-state Ps.
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by stopping the positrons in silica - " ) j N )
aerogel (an aggregate of amorpnous Si0, '
fine particle grains). This, naturally,
sives rise to signal a4arising from
interactions with the aerogel, which is
measured separately and subtracted from
tne data.

Relative intensity
o
T
—.—
——
——

0 5. Y 0.6 08 .0
Pressure of Xe latm)

Figure 7
Relative intensity of mixed-
state Ps in Xe as a function of
gzs pressure (from ref.Z2). The
aecrease in intensity is
interpreted as eviaence of
strong o-Ps quenching in Xe.

Positronium formation in xenon
Tne same autnors nave concludea from
tneir measurements in the noodle gases
and in xenon at different pressures and
: in a magnetic field (ref.21) tnat (a)
~5 — 5 3 there is substantial Ps formation in Kr
Momentum (10~ mc} ana Xe (see, for example, figure 8), and
that (b) part of tne long-lived Ps 1is
quencned by xenon (figure 7). This
latter c¢bservation, say the autaors,
substantiates tne model proposea by
Wrignt et al based on the formation or
Ps~xenon resonance states dauring ’s
slowing down.

Yacuum

Figure 6
iD spectra of Kakimoto ana
Hyodo?! for noble gases, demcn-
strating thne increasing Ps
formation probabilities as <2
increases, in contradiction witn
tne results snown in Fig.c from

lifetime measurements. TWO-DIMENSIONAL ANGULAR

CORRELATION MEASUREMENTS

Measurements of two-dimensional angular
correlation spectra [for positrons and
positronium annihilating in pure He, lNe,
Ar, Kr and Xe, anc in He-Xe mixtures,
nave been performed using tth2 Anger-
camera based system developed and Duilit
at tne University of rast anglia.?* Tnis
Word wzs Iin collabcration witn the
positron  group at  University coiiege
London.

Slowing down of positronium

Figure 5, taken from reference 22,
exnibits narrow peaks attributed to the
long~lived ("state 2") Ps referred O
above., Tne ctroadening cof tne peak as Z
increases is consistent witn the
decreasing siowing-down efficiencies
discussed earlier. Tne peaxk in vacuum is
aue Lo Ps fermec in the grains.
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The spectrometer, used for many years to
study electron momentum densities in
m=tals and alloys, was adaptecd for thne
stuay of gases by (a) removing the
existing sample nolcer, (b) installing a
needle valve for tne introauction of

Jases, ana (c) using redesiznea lead
collimators wnich reduced the
probability for detecting scatterea

gamma rays and defined well tne viewed
gas volume (s5mmxSmmx5Smm). No inner gas
cell was used; it was found from early

trials that premature anninilations fromi
tne cell walls and winaows, especially
of energetic Ps, could aistort the
measured spectra. Tnus, only
anninhilation events in the Jases were
recoraed; the probability of o-Ps.
reacning and be annihilatea at the sige
walls of the entire sample cnamber,
within sight of tne cameras, was found
to be negligible. A constant magnetic
rield of 0.8T is wused to transport
positrons from tne source to tne viewed
target volume, and so the mixed state Ps

atoms discussed above are present.

Figure 8
correlation result
atm, typical of
tnose collected with the UEA
spectrometer., The Spectra are
cylindrically symmetrical dut a
¢entral cut (or angular average)
lows oerter gerinition cof
component PEEKS Lhan the
equivalent 1D spectrum.

2D angular
for argon at |

104

Unlike Hyodo et al, these measurements
do not hnave tne benefit of aerogel to
stop positrons and increase statistics;
by tne same token, however, tnere is no
aerogel btackground sighal. Eacn run toox
several days (the lower the stopping
power of the gas, the longer tne run
needed) and tne cameras were moved in to
5m either side of the source, with an
unavoidable loss of resolution (measured
by recording spectra for 4 sample of
quartz of suitable size: 43 = 3.Umr). A

pressure of one atmosphnere WESs
maintained for each gas studied, this
being tne maximum &llowable in the
sample cnamber. A typical LW~

dimensional result is shown in figure §;
as tne spectra are cylindrically
symmetrical tnere 1is strictly no neec
for two-(as opposed to one-) dimensional
measurements. However, ir a central cut
througn the 2D peak is taken - or,
better still, & cylinarical average is
aerived - resolution of aifferent
components is more beadily acniceved tnan
witn a 1D spectrum. However, after
extracting components from tae peak, one
then nas to normalise intensities by
first multiplying by the peak width.

(For example, the ratio of the volume of
revolunlonrof a Gausslian aistribution to
its area is proportional to its standara

deviation.)

Angularly-averagea results for helium
and xenon are snown in rigure 9. The
most impertant aifference is tne

presence of a separable narrow component
in tne He spectrum, again corresponding
to 'state 2" positronium reduced almost
Lo tnermal energies by collisions with
tne 1lignt He atoms. In xenon it is not
possible to icentify a narrow component,
and -~ unfortunately - tnis means tnat
without careful mede.ling the data
cannot tell us directly wnether tnere is
a Ps component present or not. A
possibility nere 1is tne interpretation
of" a series of He/Xe mixture results; as

the Ore Gaps of tne two gases uo not
overlap, ana the scattering c¢ross
sections for Xe snould swamp those for

nopec that tihe ie atcms acu
primarily as mocerators for the Ps
fcrmed in the (s, inceed, a narrow
component is seen in the mixture runs,

ne, it is



satisfactory agreement is obtained.
i Finally, tne argon spectrum tells us
tnat as the narrow component is still
L relatively wide, the state 2 Ps atoms
are tar from being thermalised througa
e collisions with the argon atoms -
- perhaps still retaining, on average,
~4eV at annihilation. This figure is
i reasonably consistent with the first-
order cualculations discussed in the
preceding section.
-20 -10 0
e (mr)
Figure 9
Central cuts through 2D spectra
for He and Xe. Tne He spectrum 8 :*

is separated into positron/p-Ps
and tne narrower (shaded) 'state
2" Ps components. The latter is
of wigtn close to tne resolution
of the spectrometer, and of
intensity consistent with the Ps
fraction shown in Fig.2. The
width of the unshacea compenent .o
is closer Lo tne tnose I(e)
calculacted by Drachman and
“cEachran et al, dumberston's
moael DB, and tne 1liguid He
results of ref.13, than
Humberston's HS calculation
(wnich is plotted in Fig.1).

and future analysis may yleld more
information on Ps formation in xencn.

Figure 10 shows a three-Gaussian fit to
the angularly-averaged a&rgon spectrum.
The positron component is computed to be
304 of the spectrum (rotatsd about the
vertical tarough its centre) and of
width 11.5 mr, the state 1 p-Ps-like

component 10% (widtn 10.2mr) and the 20 -0 @) +«10 +20
state 2 long-lived Ps component 103 ©(rr)
(width b5.7mr). Hemembering that only
nalf of th Ps formed can be observed on Figure 10
tne spectrum, the pcsitron result is D results for argon, cylind-
consistent witn 33% Ps formation in rically averaged. Gas pressure
argon; its snape can be compared with 1 atmospnere, B = J.8T. Compon-
tne 1(3) calculation of AcEacnran et al’ ent A is cue to free positron
and tne liquic d4rgon result of 3riscoe anniniiation, B 1s p-?s (state
et al.'? (see figure 11). C(learly, very 1) and C is state £ Ps.

105

ORIGINAL PAGE IS
OF POOR QUALITY



CONCLUSIONS

Returning to the main motivations behind
current activity in tnis field:

1. Positronium formation in xenon

Hyodo and coworkers c¢laim that their
results are consistent witn the model of
Wright et al, 1i.e. that positronium
forms as expected {from Ore Gap
considerations) but tnat o-Ps atoms are
captured efficiently 1into an atomic
bound state. Certainly positronium
formation cross secticns in Xe are
large?® and there is no reason to expect
tnat positronium snould not pe formed in
positron-xenon collisions. The 2D
measurements at East Anglia, at the time
of writing, do not provide us with clear
evidence of Ps formation in Xe; hopes of
unconstrained multicomponent fits to Xe
spectra sucn as that 1illustrated in 9
must De considered to be remote if not
impossible. It may dDe that measurements
in pure and Xe at much higher
densities, such as those used by
Heinberg and Page, would exhibit
discernable features. However, there is
some nhepe tnat  the He-Xe mixture data
may provide some relevant information,
and we await further careful analyses of
these data.

Kr

2. Positronium Slowing Down

Beth Japanese and Britisn groups appear
to be aple to provide information on
positronium slowing down by elastic
collisions witn atoms, and witn careful
moaelling one may even nope to gain some
information on the orcer of magnitude of
tne Ps-atom scattering cross sections.
Tne relative widtns of tne mixed-state
Ps components snould at least provige a
comparison between tnose noble gases for
wnich tnis component can be identirfied.
Direct measurement of Ps-atcm scattering
Cross sections is planned at University
College Loncon.

Angular correlation measurements in botn
’He ana *He wers performed as part of

the UEA-UCL colilabeoration, in tne hope
that comparison of tae wWictns of the
State ¢ positronium  component would

reflect only the mass cifrerence betwWwezn
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Angular correlation

8 (mrad)

Figure 11
Calculated I(@) from ref Y
{solid 1line) togetner  with
experimental results for liquid
argen (ref 13) and the gaussian
positron component from Fig.10
(broken line).

the nelium atoms; this would then allow

assignment of a mean Ps-atom cross
section in the few-eV region.
Unfortunately, nowever, both °He and “He

are efficient Ps mcderators; the widtas
O Dboth state 2 Ps peaks dre very close
to tne system resolution, implying near-
thermalisation of Ps in both gases.

3. I(8) for Positron-Atom Annihilation
There 13 now hope that new experimental
vaiues for annihilaticn in the gaseous
state wili be availapble for direct
cocmparison witn tnecretical calculations
Tne UEA-UCL results for He, Ne and Ar
will vertainly provide 1(8) for positron
annihiiation, as figure 11 illustrates.



Jork 1is continuing in Japan and further
analysis of the 2D pure gas and gas
mixture data is being pursued.
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ABSTRACT the 2p® (*P{;,) 3p 'P; states of neon. We use a distorted
wave approximation similar to our former calculations
on helium,

In the incident channel the distortion potential con-
sists of the static potential plus the polarized-orbital po-
larization potential used previously for elastic scattering.?
In the excited channel the distortion potential consists of

The differential and total cross section for the excita-
tion of the 3s'P? and 3p !P; states of neon by positron
impact have been calculated using a distorted-wave ap-
proximation. Our results agree well with experiment.

THEORY the appropriate static potential plus a polarization po-
We are continuing our earlier work on the positron tential determined by an extension of Stone’s method.*
excitation of the noble gases!'? by calculating cross sec- In order to calculate this potential we construct the
tions for the excitation of the 2p° (*Py,,) 3s 1P? as well as following polarized orbital:
]
¢nlm(r’z) = (pnlm(r) + Z Priirm (r)ﬁ:\l" (2)) Ya\’u’(i) (l,m’)‘,ul ‘ I’A,lm) (1)
ﬂilll‘:'l‘l
-
where the ¢,;,,(r) are the unperturbed states of the where H,y,p, is the hamiltonian of the unperturbed atom
atom and » represents the coordinates of all the bound and V(r,z) represents the perturbation due to the in-
electrons. The positron coordinate is represented by = cident positron. The unknown coefficients ﬁ';' are then
and the symbol (I'm/Myu’ | Xlm) is the usual vector- determined from the set of equations
coupling coeflicient.
We define the adiabatic hamiltonian H,4 as
Hpq = Hpyom + V(r, ) (2)
3
(pnlm(r) l Had - E(:B) l ¢nlm(r’z)> =0 (3(1.)
and
( S g (#) Yyure (@) (1" A" | UX"1m) | Hog — E(2) | #”nzm(”,z)) =0 (3¢)
m”ﬂ"
r
for all values of n”l” and A” in the sum in (1). The vice versa. We note that the 2p®3p configuration gives
angle brackets indicate integration over the electron co- rise to 3 possible multiplets, viz *D, !P and 'S so that
ordinates only. The set of equations (3) are expanded other choices for the polarized orbital are possible. With
in spherical harmonics and the various terms in the per- our particular choice the polarization potential becomes
turbed energy E(=) are eliminated. Sufficient numbers
of the lowest order equations from the set (3) are re- _ 1 1 .
tained in order to solve for the unknown functions ﬁ:\“. Vp(:c) - _4\/7? A(=) z A (3s, 3p; 2) (4)
Note that these are algebraic equations for the unknown
functions. for both states although the value for 2 differs in the two
In the present work we restrict the sum in equation (1) cases.
to a single term by taking X’ = 1 and ¢, s, as the The distorted-wave T-matrix for the excitation is then
3s1P? state when ¢, rtepresents the 3p 1P, state and given by
|
Tntm — 2'Um) = (Prims(7) X7 (2) | V(5. 2) | oo () X3 (2)) (5)
109
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where x and Xy are the distorted-waves in the incident
and final channels respectively. )
In the case of excitation to the 3p 1P, state the cross

section for the m = 0 magnetic sublevel is zero. ’I‘hisI

means that the differential cross section for this transi-
tion is zero for a scattering angle of 0° or 180° The cross
section also displays a dip near 90° at most energies. We
show some typical results in figure 1.
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120 180

150

Scattering Angle (deg)

FIG. 1. Differential cross sections for the excitation of the 3p *P, state of neon by positron impact

at 20 eV, (

For the excitation of the 3s!P? state the differential
cross sections decrease monotonically with angle.

The integrated cross sections for these two transitions
are shown in figure 2 along with the experimental data.?
The theoretical values for the excitation of the 3s Py
state are comparable in magnitude to the experiment
results. The cross sections for the 3p 1P, state are about
a sixth of the magnitude of the ones for the 3s 1P} state.

In comparing the theoretical and experimental results
the following points should be noted. The experiment
was based upon a time-of-flight technique which only
measured scattering in the forward direction (approxi-
mately up to 60°). However, since the differential cross
sections are peaked in the forward direction this does not
introduce an appreciable error. It also measured all the
positrons which arrived at the detector within the spec-
ified time period. Thus positrons exciting a variety of
states were included and the measured cross section is a
sum of these.

); 25 eV, (— — —); and 40 eV, (- - -).

110

T

On the theoretical side, the cross sections for the exci-
tation of the 3p 1D, and 3p 1S, states should also be taken
into account when comparing with experiment. These
latter cross sections are expected to be of the same or-
der of magnitude as for the 3p P, state. Excitation to
higher states are not very important as the higher thresh-
old energies for these states means a longer time-of-flight
and hence a smaller proportion of the cross section was
measured.

In conclusion, while the overall magnitude of our cal-
culated cross sections agree quite well with the experi-
mental data more detailed measurements will be neces-
sary before more quantitative conclusions can be made.
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ABSTRACT

Measurements are being made in a
crossed-beam experiment of the relative
elastic differential cross section (DCS)
for 5-300 eV positrons scattering from
inert gas atoms (He, Ne, Ar, Kr, and Xe)
in the angular range from 30-134°.
Results obtained at energies around the
positronium (Ps) formation threshold
provide evidence that Ps formation and
possibly other inelastic channels have an
effect on the elastic scattering channel.

INTRODUCTION

It is well known that DCS measure-
ments provide a sensitive test of theoret-
ical calculations. Furthermore, positron
scattering by the inert gas atoms is
particularly interesting because as the
positron energy is increased above the
lowest inelastic scattering threshold
energy (for Ps formation) it is known
that the total cross sections increase
rapidly and that Ps formation may quickly
become as large or even larger than the
elastic scattering cross section. As a
result, measurements of positron elastic
DCSs for the inert gases provide some good
examples for investigating the effect of
an inelastic scattering channel (e.g., Ps
formation) on the elastic channel as the
positron energy is increased through the
Ps formation threshold.

EXPERIMENT

The basic experimental setup (shown
in Fig. 1) and approach iﬁ the same as
that used by Hyder et al. Some
modifications that have been made to
improve the acquisition of data are the
addition of (1) a second channeltron to
detect scattered positroms, (2) a 150
millicurie sodium-22 positron source, and
(3) a baffle between the primary beam path
and channeltron #2. The origin of the
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slow positron primary beam (intensity
>100,000/sec at 100 eV with a FWHM of T
about 1.5 eV) is an annealed tungsten i e*/NEON 20 eV
moderator placed in front of the sodium-22 i
source. Geometrical considerations and
electron measurements made in the same
system (and compared with prior
experiments) indicate an overall angular
resolution in the vicinity of £10°.

The accuracy of our measurement angles is
within a few degrees.

RESULTS

A sampling of our initial elastic DCS
measurements (with statistical uncertain-
ties) taken with our modified apparatus
for the inert gases is shown in Figs. 2-6
where they a§§7compared with various

o

o This Experiment

McEachran et al.
(1978)
~ = Nakanishi and

Differential Cross Section (atomic units)

calculations and some earlier
measurements of Hyder et al. In each Schrader (1986)
case our results are normalized to a SEETTE NN TS U TSN TS PN

0 30 60 90 120 150 180

o
i .
calculation at either 60 or 90 We Scattering Angle (degrees)

do got consider meaningful the few
134" values that seem out-of-line with Figure 3
the smaller angle values.

At high energies it is seen that our
results are in good agreement with the
eikonal Born series method calculation
(within the framework of the optﬁcal model
formalism) of Byron and Joachain™ at - e*/ARGON 300 eV
200 eV for He and the optical model
calculations of Joachain et al. for
Ar at 300 eV. It is to be noted that the
present measurements are about a factor of
two.lower at 30° than Hyder et
al.”, which we attribute to the
addition of the above-mentioned baffle.

100

r. o This Experiment
* Hyder et al. (1986)
* Joachain et al. (1978)

At positron energies just below the
Ps formation thresholds we are finding
quite good agreement with the polarized
orb%tﬁlgcalculations of McEachran et
al. " ’", as is seen in Fig. 6 at 59eV
for Xe and reported by Smith et al.
for Ne at 13.6 eV and Ar at 8.7 eV. For
positron impact energies somewhat above
the Ps formation thresholds we have been I 'y }
finding that our DCS measurements are ;"~n.
appreciably different than the above 0.01 *'33"-%3‘1-Ebun-;éa-u;gélxwao
polarized orbital calculations, as shown Scattering Angle (d
in Fig. 5 for Kr at 20 eV and by Smith et ering Angle (degrees)
al. for Ar at 30 eV. It is to be noted Figure 4
that these polarized orbital calculations

Differential Cross Section (atomic units)
©
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do not include any consideration for the
effect of inelastic scattering channels on
the elastic channel. Calculaibons have
been made by Bartschat. et al. and
Joachain and Potvliege ~ where the

effect of inelastic channels on the
elastic channel (referred to as absorption
effects) have been considered and both of
these groups have found that these
absorption effects tend to remove the
structure (minimum and maximum) in the DCS
curves, which is somewhat consistent with
what we observe for Kr at 20 gV (Fig. 3)
and Ar at 30 eV (Smith et al.”). Our

20 eV Ne results in Fig. 3 are clos$ to
the calculation of McEachran et al.
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ABSTRACT

We present absolute differential el-
astic scattering cross sections measured
with our 3-m, high-resolution, time-of-
flight spectrometer for 54.9eV positrons
incident on He. Five point moving aver-
age differential cross sections are
plotted against average scattering an-
gles which range from 14° to 36°., Also
the averages of five differential cross
sections which have adjacent values of
scattering angle are plotted versus the
~corresponding averages of the scattering
dngles. The curve fitted to these data
is shaped like the theoretical curve but
has its minimum and its maximum at scat-
tering angles that are about 4° higher
and 15° lower respectively than predic-
ted by theory.

INTRODUCTION

The first measurements of differen-
tial elastic scattering cross sections
for positrons were made in this labora-
tory on Ar (Ref. 1) with a 25cm spectro-
meter. Recently, relative values of dif-
ferential elastic scattering cross sec-
tions, I(8), for Ar obtained with crossed-
beam apparatuses, have been reported.2‘4
The 3m time-of-flight (TOF) spectrometer
with flight path 12 times that of the in-
strument that yielded the first I(8) fea-
tures vastly improved resolution. We pre-
sent here preliminary values for I(6) for

54,9eV positrons incident on He.

The 3m TOF spectrometer and its
principles of operation are described
in Ref. 5 and the calculation of I(8)
in Ref. 1.

RESULTS AND DISCUSSION

Two figures are used to present the
results. In each of these the curve of
short dashes is a polynomial fit to ex-
perimental data, and the curve of long
dashes connects the I(8) calculated by
McEachran and Stauffer.

The averages of five differential
cross sections which occur at adjacent
values of scattering angle are plotted
against the corresponding averages of
the scattering angles in Fig. 1. The
polynomial fit to these points is
shaped generally like the theoretical
curve, but the minimum of the fit appears
at a scattering angle that is larger by
4° and the secondary maximum at an angle
that is 15° smaller than given by theory.
Additionally, the experimental I(8) are
considerably larger than the theoretical
values,

The five point moving averages of
I1(6) plotted in Fig. 2 display two sec-
ondary maxima which are smoothed into
one by the polynomial fit. It is pos-
sible that the apparent double secondary
hump results from the superposition of
scattering events in the foreward and

*It is a pleasure to note the important past and continuing contributions of Dr. P. G.

Coleman.
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Fig. 1. Five point average differential
elastic scattering cross sections. See
text for explanations of curves.

backward directions, for back-scattered
positions are reflected by the modera-
tor and then appear in the TOF spectrum
like positrons scattered into the for-
ward supplementary angles with slightly
longer flight paths. We will check this
possibility by repeating the experiment
with an appreciable spatial separation
of moderator and scattering chamber to
effect a significant relative shift of
peaks on the TOF spectrum from forward
and backward scattering events.

The TOF spectra for 54.9eV posit-
rons yield (0.47 £ 0.04)rma, for total
cross section for impact ionization,Qiqp»
(0.083 + 0.011)ma, for total excitation
cross section, Qgy, and (0.16 * 0.06)ma,
for total elastic scattering cross sec-
tion, Qe1. The Qigop and Qex will be re-
duced slightly and the Qg; increased
somewhat by application of corrections
for double scattering. Even after cor-
rection for double scattering, the Qjqon
will agree with the result obtained with
our 2.3m spectrogeter,7 the Qgx with the
value of 0.079ma, read from Sueoka's
plot8, and the Qg1 will be reasonable,
probably about 0.2mna,. However, the da-
ta in Ref. 7 suggest the possibility
that gel at 54.9eV could be as high-as
0.3ma,. This is one reason why our sub-
sequent data acquisitions at 54.9eV will
be made with stronger magnetic fields.
The 145G used in obtaining the results
reported here was ideal for the resolu-
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tion of the excitation TOF peak from el-
astic scattering eventsbut was too low to
insure maximum possible detection of
positrons scattered elastically between
36° and 144°. We estimate that 0.25% of
the elastic events at 36° but that none
at any of the other angles for which
I(6) are reported were lost in achieving
elastic-excitation resolution.
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ABSTRACT

We have applied an improved techni~
que for employing our 2.3m spectrometer
to measure total ionization cross sec-
tions, Qjon» for positrons incident on
He. The new Qjop agree with the values
we reported earlier. We present, also,
estimates of total elastic scattering
cross sections, Qg1, obtained by subtra-
cting from total scattering cross sec-
tions, Q¢ots reported in the literature,
our Qion and Qpg (total positronium for-
mation cross sections) and total excita-
tion cross sections, Qgxs published by
another researcher. The Qiop and Qel
measured with our 3m high-resolution
time-of-flight spectrometer for 54.9eV
positrons are in accord with the results
from the 2.3m spectrometer. The Qj,on are
in fair agreement with theory tending for
the most part to be higher, especially at
76.3 and 88.5eV. Our Qg1 agree quite
well with theory to the vicinity of 50eV,
but at 60eV and above the experimental
Qe1 climb to and remain at about 0.30ma,
while the theoretical values steadily
decrease.

INTRODUCTION
Our 2.3m spectrometer was put into

its present form! to permit absolute,
direct measurements of Qj,n and to simp-

1lify absolute determinations of Qpg for
positrons incident on gases. We have ap-
plied an improved technique to extend the
range of our first Qjop measurements? in
He. We compare these new preliminary re-
sults with theory and subtract them, our
values for Qpg (Ref. 1), and Sueoka's re-
sults for Qgx from Qi,¢ obtained from
published values4s3 to arrive at esti-
mates of Qg1. A recent elaborate study
of positron-helium partial cross sections
has been published by Campeanu et al.
(Ref. 12). T

METHOD

We compute Qion from Qion=£fQtot/Fs,
where f is the fraction of incident pos-
itrons that produce ions by impact, F is
the fraction that scatter into all chan-
nels, and Q¢ot is obtained from the lit-
erature.

Reporting Qjop in this way permits
scaling the results to any set of Qgo¢.
We use those of Ref. 4 and 5 here because
they are more recent than of our own.

The apparatus used, the measurement of F,
the calculation of the correction for
double scattering, and possible sources
of systematic error are fully discussed
in Ref. 1. Counting the ionization el-
ectrons and the beam positrons equal per-
iods of time allows the calculation of f.
The current technique for couning ioniza-

*We thank Dr. P. G. Coleman for important past and continuing contributions.
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tion electrons is to apply to the cone of 2V 7
the channel electron multiplier a voltage 1
that is sufficiently low to prevent re-
flection of the beam positrons and conse-
quent multiple passes through the target
gas. This change of procedure enabled us
to extend Qjgp determinations with this
spectrometer to lower beam energies than
were formerly tractable at & minor cost
of applying a small correction for count-
ing beam positrons together with the ion-
ization electrons.
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The results are shown in Fig. 1.
The open square shows a Qjo,y obtained
with our 3m high-resolution time-of- 0.00 —brrvit sty e e
flight (TOF) spectrometer,6 the solid 0 20 40 €0 80 1G0 120
line is drawn through the calculated POSITRON ENERGY (eV)
points (+) of Mukherjee et al.’ The Q .
(o) are in fair agreement with theory,
tending for the most part to be higher
especially at 76.3 and 88.5 eV. The open
stars depict Qg) that resulted from sub-
tracting Qiop> Qpg (Ref. 1 or 8) and Qey
(Ref. 3) from Qor (Ref. 4 or 5). The x
was determined by smoothly extrapolating
Qtot (Ref.4) from energies just below the
positronium formation threshold energy to
that energy. The two Qg1 represented by
triangles are for energies below the
threshold for impact ionization and were
calculated by subtracting st8 and Qex9
from Qror (Ref. 4). The diamond resulted
from employing in the subtractions the
TOF Qion+ The open cross shows a Qg]
directly measured with the TOF spectro- 1.
meter (Ref. 6) Its value will increase
upon application of corrections.

The curve of mid-length dashes 2.
guides the eye through the experimental
Qe1 as their values dip just above the
positronium formation threshold and climb
to O.BOWag at 60evV. The curve of long
dashes joins Q.1 calculated by McEachran
and Stauffer,18 which agree well with the

Total elastic and total impact
See

Fig 1.
ionization cross sections in He.
text for explanations of symbols.
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1 Experimental Setup

With our crossed beam apparatus [1] we measure the
relative impact-ionisation cross section of atomic hy-
drogen by positron impact. A layout of the scattering
region is given in fig. 1.

H-beam
\Jr positron detector

Z
1
AIs

Z
——
e* -beam —B

forward-scattered
azE positrons
/ extracted ions

jon detector

Figure 1: Layout of the experiment

2 Data Taking

Because of the Hy-molecules in the atomic beam and
the residual gas both Hf and HJ ions are produced
(see table 1). Positrons ionize atoms or molecules
through two different processes: (a) impact ionisa-
tion: leaving an ion, a free electron and the projec-
tile, or (b) positronium formation: leaving an ion
and a positronium ‘atom’. Impact ionisation leads
to time-correlated signals on both detectors. The
positron and the ion signals are processed by a time-

to-pulse-height converter. If the ion follows the pro-
jectile in less than 4 ps this event is stored in a
multichannel analyzer, Hf and Hj ions can be dis-
tinguished by there different flight times. Because
of a relative high background on the ion-detector
(~ 10 s71) produced by L,-photons we analyze time-
correlated signals only. In our set-up the detection
of atomic ions produced via dissociative ionisation
plays a minor role (less than 1% of the total ionisa-
tion signals). As long as the detection probabilities
for the correlated positron-ion pairs and the over-
lapp of projectile and target beam are unknown we
can only determine relative ion-formation probabili-
ties. By switching the polarity of the optical elements
for the primary beam transport we can also measure
the respective values for electron impact. To obtain
07,,(H1) and o7, (Hs) the ion-formation probabili-
ties are normalized at 100 eV to the data of Shah
et al. [2] and Rapp, Englander-Golden (3], respec-
tively. The same normalization factors are also used
for the normalization of the positron impact ionisa-
tion data on H; and Ho, respectively. Fortunately
we can check this procedure by comparing our et-My
results with those obtained in a different apparatus
[4]. The energy of the projectiles can be variied be-
tween 10 eV and 600 eV; the intensities are in the
order of 3000 s~1. The observed ion-formation prob-
abilities are rather low (< 5 x 107¢ ions/projectile),
so automated around-the-clock measurements were
performed for more than 100 days to obtain the pre-
sented data.

3 Results

In figure 2 the first measurements on the ionisation
of atomic hydrogen by positron impact are shown.
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[rProcess

I Cross Section | Threshold ”

et + Hy — Ps + Hf ops(H1) 6.8 eV
et + H —met +e + Hf O1on(Hi) 13.6 eV
et + H, — Ps + HJ ops(Hz) 8.6 eV
et + Hy et +e + H'{ 1on(H2) 15.4 eV
et + H, — Ps + H; + H?‘ Ups,Diss(Hg) 11.1eV
et + Hy »et +e + H, + Hi'- o-IonID,'ss(H2) 17.9 eV

Table 1: The most important processes for the positron impact ionisation of atomic and molecular hydrogen

T T

present results
Ghosh et &1.

MikherJee et al.

Ohsak{ ot al.
Wetmore,01son
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—

300 400
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Figure 2: Positron impact ionisation cross sections:
+
I UIon(Hl)'

100 200

Below 400 eV the et-H; impact ionisation cross
section (fig. 2) is significantly higher than the respec-
tive e~ cross section, at 50 eV about a factor of two.
Qualitatevely the cross section shows the shape pre-
dicted by the theoretical estimates, but at maximum
all calculated values are too low. As mentioned above
we measure the positron impact ionisation cross sec-
tion for molecular hydrogen simultaneously (fig. 3).
Our values agree excellently with those from Fromme
et al. [4]. In order to check the performance of the
apparatus we measure the number of time-correlated
H{- and HJ -ions for electron impact ionisation. The
comparisons (fig. 4, 5) show a good agreement.

Note: We detect only those projectiles that are
scattered into a angular sphere of + 30°. This may
cause two errors in the detection of the correlated

® present results
O Fromme st al. [43
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Figure 3: Positron impact ionisation cross sections:
+
IL. o7,,(H)).

ion-projectile-pairs, depending on (a) the energy or,
(b) the charge of the scattering projectile. To correct
for the effect of error (a) we will form the ratio of the
ion-formation probabilities produced by et and e~
and multiplied them with the e™ cross sections from
literature. So far there is only incomplete information
on the effect of error (b).

4 Future / Acknowledgements

In a collaboration of members of the Brookhaven Na-
tional Laboratory, the City College of CUNY and
the University of Bielefeld this experiment will be
continuied at BNL. The apparatus will be modified
and it will be possible to achieve more precise data
with higher positron intensities, especially at ener-
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Figure 1 Cross section of the apparatus
Previously we measured the and triple impact ionization
cross sections for positronium (which lead to different ion
formation (ors) and single ioniza- flight times from the gas target
tion by positron impact (cion't) to the ion detector).
for He and Hz .1:2 With the same
apparatus, slightly modified, we By using secondary electrons
are now investigating the single from the positron moderator we
and multiple ionization of Xxenon. also perform similar measurements
The principle of our method is on electron impact ionization.
the detection of ion and posi- By comparing with literature
tron in time correlation which values for electron multiple
allows the discrimination of ionization cross sections?® we
positronium formation (whereby determine the detection-probabi-
the positron vanishes) and the lity ratios for the dlfferently
destinction of single, double charged ions.
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Fig.l shows a cross section
through our apparatus. The main
difference to the set-up used
earlier!:? consists of a much
stronger magnetic field (about
0.12 T in the center of the scat-
tering cell),
cocled coil. The higher field
strength reduces the loss of ions
due to wall collisions.

One of our goals is the mea-
surement of the following ratios
as functions of energy for posi-

trons as well as electrons:
R2 =Gion2*/010nl'
Rz = OCion3*/0Cionlt

First results, demonstrated in
Fig. 2, indicate that at 1 keV
for positron impact both these
ratios are considerably larger
than for electron impact. For
the ratio of double to single

ionization cross section of helium

above 200 eV Charlton et al.1
found the opposite behavior.
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Figure 2 Time-correlation spectra
obtained with 1000 eV electrons
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DOUBLE IONIZATION OF HELIUM BY PARTICLE IMPACT.
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abstract

ratio,

Ifxz)this comunication we review experimental results of the
R'\“’/, of double to single ionization of He by proton, an-

tiproton, electron and positron impact in the energy range from O&?
to about 10 MeV/amu. At high velocities (>1-2 Mev/amu) values of R
caused by electron impact merge with those for the antiproton while
the positron results merge with those for the proton with the P, e
values being up to a factor of 2 greater than that for the p, e . At
these velocities the single ionization cross sections caused by impact
of any of these four particles are indistinguishable.

Double ionization by charged
particle impact is a fundamental col-
lision channel in which two electrons
are removed from the target atom. Ex-
perimentally, this ccllision channel
has been studied for a variaty of
target f*{c?g\s for different
projectiles . Since it was disco-
vered that the cross section for double
ionization, o', of He by electron, e,
impact exceeded that for the proton, p,
by a 1fag:’cor of 2 at a velocity of 1-2
MeV/amu ' © much effort has been devoted
to the study of this collision process.
The question arose whether this
difference in o' was due to a charge
Oor a mass effect.e_;\ later experiment
with antiprotons , P, on He showed
that the difference in ¢’ for p and e
was mainly a charge effect. In the
latter experiment it was found that o'’
for P merge with that for e ata
velocity of 1-2 MeV/amu. Recently, this
picture was g:onfirmed in a positron,
e, experiment’ where it was shown that
o'* for this projectile merge with that
for p at around 1 MeV/amu.

In simple terms, we may consider
three types of collisions which can
cause double ionization of He. The

131

first is the so-called shake off me-
chanism, SO, in which the projectile
ionizes one electron and as a result of
electron - electron correlation in the
initial state the second electron is
ionized. Secondly, the projectile may
collide with one of the electrons which
thereafter collides with the second one
resulting in ionization of both
electrons. This two step process we
label TS-I, where I indicates a single
projectile interaction. Finally, the
direct process in which the projectile
hits and ionizes both electrons, TS-
II. Individually, the cross sections of
these three mechanisms depend _.on the
projectile charge, q, as qz, q2 and q4
and as such give no hint that o’
depends on the projectile charge.
However, as was first pointed out by
McGuire an interference 1in the final
state between the direct channel (TS-
II) and the shake-off process could
lead to a term in ¢'" proportional to
q . A similar effect can also occur due
to interference between TS-I and TS-II.

Rather than measuring the (¥ lues
of ¢, it is the ratio, R'™’, of

double to single ionization that is

experimentally determined. At high



Fig. 1 The positron beam used for collision studies. The left insert
shows the source - moderator configuration and the right one details

of the scattering cell.

impact velocities it is well known that
the single ionization cross sections of
helium are indistinquishable for ,€ 1
e, P and p with same velocities
and are well described within the Born
approximation. Below, a brief
description of the experimen}:%
proceduces in the determination of R
is given. This is followed by a review
and discussion of the experimental

results.

Fig. 1 showns the experimental
setup used in the positron measure-
ments. The e beam with an intensity of
10° sec’ andanenergyspre;agofz-S
eV is obtained from a 2 mCi """ Na source
and an amnealed tungsten mesh as
moderator. After acceleration to the
desired energy the beam is transported
to the gas cell by an axial magnetic
field of 50 gauss. At the end of the
gas cell the ¢ are further accelerated

132

into an annihilation target of
aluminium and then detected by a 125 mm
x 100 mm Nal detector. The gas cell
contained a pair of parallel plate
electrodes 40 mm long and separated by
20 mm, which were electrically biased

to provide an extraction field for the
ions. One of the electrodes contained a
10 mm aperture covered with a high
transmission grid. Some of the ions
produced by positron impact were able
to pass through this grid into a flight
tube where they were further accele-
rated by a factor of 4.5 Q (Q being
their charge state) and focussed onto
the cone of a ceratron detector. Just
prior to impact on the cone the ions
were additional accelerated 3.9 Q keV.
This impact energy resulted in unity
detection efficiency for He' and He'
ions.
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Fig. 2 shows a time of flight spec-
trum obtained for positrons colli-
ding with the He target at an im-
pact energy of 1 keV.

The extraction field for the ions
was such that the total flight times
were independent of their position of
creation in the viewed port:io?z)of the
gas cell. The ratio R were
determined by the Time Of Flight
technique, TOF, in which the ceratron
signal was used as a start in an
inverted TOF coincidence setup with the
stop signal supplied by the Nal
detector. An example of a TOF spectrum
is shown in Fig. 2. As observed, a tail
appears on the single ionization peak
due to delayed arrival of some of He'
caused by resonant charge transfer
reations in the gas. It was possible to
account for all the single ionization
events by including the tail when
integrating over these events’ .

Basically, the experimental pro-
cedures followed inthe e, P and D
measurements were the same as that used
for the e' with differences being: 1)
the use of thin degrader foils to
change the impact energy in the case of
the P and in addition applying a TOF
measurement for a more chcbzrate
determination of the P energies' ", 2)
the use of a pulsed deflection system
to provide a timing signal in the e
case and 3) applying a bunched beam
delivered frpm a tandem accelerator in
the p studies’. Furthermore, for the

1000
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three latter particles the experiments
were performed in a magnetic field free
region. The effect of the magnetic
field present in the e case on the
detection efficiency of the He ion were
investigated and found unimportant for
extrg.ictim fields greater than 100
V/cm . For more detailed information on
the experimental techniques employed in
the e, €', P and p studies the reader
is referred to the original papers.

Fig. 3 displays experimental re-
sults. The solid lines represent values
for e , p and p with the latter results
being average 1v?lyes: as measured bg
several groups '’ . As observed the e
results merge with that of the p data
and as such comfirm ;he results
obtained by Andersen et.al. that the
large difference between the e and the
p data is caused by a charge rather
than a mass effect.

AR ———r—r
Helium target

r s positrons b

£ [ MeViamul

Fig. 3 shows the ratio of double
to single ionization of He for
protrons, antiprotons, electrons
and positrons as a function of
impact energy.
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At 1lower energies the values of R
for e and e’ falls below that for P
and p, respectively. This is probably
mainly due to the much 1lower kinetic
energy of the light particles resulting
in fewer available final states for
these projectiles compared to that of
the much heavier p and p. A similar
effect is observed when single
ionization cross sections for € and e
are compared to that for the proton. To
see whether this mass effect is similar
for e ?.Qﬁ;e’ it has been suggest to
write R'“/(e') as:

rR(2) ey = R D (p)rRP (e )R (B))

and the result of this relation is
shown as the dashed line in Fig. 3 and
fits fairly well the positron results
at impact energies in excess of 0.5
MeV/amu. This may indicate that the
deviation between the e and T results
(and correspondingly that for the e’
and p) at energies between 0.5 and 2-5
MeV/amu is due to kinematic effects. At
lower energies the results for the p
and e are influenced by electron
capture resulting in the formation of H
and Ps, respectively. In the e
experiment it was not possible to
deduce the significance of double
ionization of the He atom with Ps in
the final state.

There have be a number of theo-
retical studies of double ioniza}:%on %‘3
the He target since McGuire ™’
suggested that the difference in ¢’
for p and ¢ was due to interference
between the two different double
ionization mec;manlsms SO and TS-II.
Later Sgrensen’ argued that the ob-
served difference of R for p and P
could be explained by an interference
between the two two-step mechanisms TS-
I and TS-II. At impact energies greater
than 1-2 MeV/amu of interest here one
may question whether it is reasonable
to speak about two distinct processes
when coonsidering the SO and TS-1
mechanisms. In both of these cases the
energy transfered by the projectile to
the "first" e is generally low such
that dynamic correlation between this

+
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e and the other target e should not
be ignored. Double ionization by high
energy photons results in the ejection
of a fast electron and the subsequent
electronic relaxation may result in
ionization of tlivi)second e . The high
energy limit of R of He by photons
is about one order of magnitug‘e greater
than that for particle impact .

In order to illustrate how in-
terference in the fi.n.a)state may in-
fluence the values of R differently
for positive and negative projectiles

we fo;.low the ideas of Andersen
et.al.”. In the SO and TS-I types of
collisions the projectile interacts

only with one 2elecJt:r:on through the
perturbation -Qe” /r, while the second
e is ionized as aresultof e -e
correlation. Consequently, we may write
the +total transition amplitude for
these processes as
a, = -0, (1)
where CI is a constant. In the direct
process, TS-II, where the projectile
interacts with both electron we may
write the total transition amplitude as
— - - 2
with C I being another constant. By
ignoriné any other processes which may

lead to double ionization, we can
express ¢ = as

+ + 2

" =1 laI + aII‘

2 2 4 2
Q’ricl” + ¢ zlclﬂ

orledy + Sl

2 4 3
=Qoy + Qo - Q2 (3)

where o1 and O11 are the cross sections
for dolble iGnization as a result of
one and two projectile interactions and
¥ indicates a summation over the final

states. oint is the contribution due to

interference between these two
processes. Under the assumption that
o' (He'') = 40" (p) then we obtain from
Eq. 3



r. = R pRPD @)= e V3

R, = R (p)2 D @)/6+r ) (5" )/3

- &2 5)-r?)
R, = ®I@®R(0)/4 (4)

By applying E'qs. 4 to the experimental
1ts for P, p and He'® Andersen et.
al.’ obtained the results displayed in
Fig. 4. The dashed lines in Fig. 4 are
obtained fram theory/estimates detailed
in ref. 1. As observed
independent of the projectile ereréy P~
t with expectation as o, like
o 1s caused by a single projectife in-
teraction. RII is proportional to 1/E
in rough agreement with the
interpretation that o is caused by
two successive first Iﬁo types of
collisions between the projectile and
the target electrons. The interference
E 19t is approximately proportional
to E which is to be expected from
the energy dependence of O1 and o

10 T T T T

He target

05

experiment

02F =——- theory

1 L 1 1
0'10,5 1 2 5 10 20

E (MeV/amu)

Fig. 4 shows the contributions of
the various mechanisms involved in
double ionization of the He target,
see text for details.
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Q?xer theoretical interpretations
of R the He target have been
advanced, - Reading and Ford "’ , Olson
and Vegh have all emphasized the role
of e - e correlation in the
postulated mechanisms by which this
interactlon ma lead to a charge
cy of ¢’ . Briefly, Reading and
Ford1 have suggested a model called
interception in which they argue in the
following way. A positive projectile
outside the He atom will pull the
nearest e away from the second one and
thus reducing the probability of the
TS-I mechanism while a negative
projectile will push the two e toward
each ? . Reading and Fo and
Olsen'® have also pointed out that in
close collisions the screening of the
nucleus depends on the projectile
charge. For negative projectiles a
transient decrease in the binding
energy occurs which may result in an
enhancement of o' over that for
positively charged projectiles.

T ; T T ” T T
He target

e This work
{ s Previous results

Proton resuits
20+ { meraasnens Reading and Ford |
{ ——— végh

} ——=— Olson
% - Ford and Reading
{ {Common
high -energy limit).

E (MeV)

Fig. 5 compares theoretical and ex-
perimental results for the ratio of
double to single ionization of He
by p and P impact.
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ref.10 the experimental results
for pand P were compared to

of R( 55‘
theoretical pJ:*edictJ'.cns1 >-1% and their
5 The
is

figure is reproduced in Fig. 5.
calculation of Reading and Ford"
based on the so-called forced-impulse
methods, FIM, while that of Olson
results from a classical trajecto%y
Monte  Carlo, CcIVC, study: Vegh
explains the difference in o for p
and P due to correlated motion of the
target electrons during the oollision.
The results obtained by FIM seems most
successful although at higher energies
it only account for 50% of the measured
effect. In a later calcu%ai;ion of the
high energy 1limit of R Reading and
Ford ° obtained excellent agreement
with experiment by including d waves in
their expansion.

In conclusion, it seems at present
not possible experimentally to sort
out which of the many effects in double
ionization of He that are dominant for
the difference in ¢’ for positive and
negative projectiles. However, what is
established is the simularities of the
e and p results and correspondingly
those of e and p. Hence, further
studies of correlation phenomena can be
carried out using any of the two sets
of projectiles.
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Abstract

We have observed specular reflection of positro-
nium, Ps, and established that there is ad-
equate intensity at higher energies to make
further study worthwhile. The scattering ap-
pears to be restricted to the outermost surface

with a mean free path of (0.75 £ 0.15)A for Ps

in LiF(100). With a greater intensity Ps beam
one should see higher order diffraction beams
as the result of the periodicity of the surface.
Ps diffraction thus offers the possibility of be-
ing a novel and valuable probe to study the
outermost surface and to study adsorbants on
it. Two methods for producing Ps beams are
described.

Introduction

At the Brookhaven National Laboratory we
have initiated a program to study the interac-
tion of positronium, Ps, with the surfaces of
solids. An experimental investigation of the re-
flection of positronium (Ps) from solid surfaces
is well warranted because of the fundamental
nature of the electronic processes involved in
Ps reflection and the possibility of developing
a valuable new tool for surface structure de-
termination. Our program of investigating Ps
reflection was initiated as a result of the fol-
lowing reasoning. Since Ps can normally be
expected to undergo elastic collisions from only
the outer atomic layer of a solid, low energy Ps
diffraction (LEPSD) could be a unique probe
of ordered surface structures. This is some-
what similar to the situation for helium atom
diffraction,! which is a powerful tool in surface
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structure determination because it is only sen-
sitive to the outer surface layer. However, the
savings in complexity of He atom diffraction
by not having to treat multiple scattering from
subsurface layers, as in the case of low energy
electron diffraction?4 (LEED)is somewhat mit-
igated by having to deal with long range forces
that dominate in the diffraction. The =~ 0.02eV
energies necessary for He atoms to have =~ 1A
de Broglie wavelength results in the He atoms
having classical turning radii far enough from
the individual ion cores that the main scatter-
ing is due to the average potential presented by
the surface.! This requires an accurate treat-
ment of the atom-surface interaction potential
which is difficult to obtain and is further com-
plicated because the depth of the van der Waals
attractive potential at the surface is approxi-
mately the same as the kinetic energy of the
helium atom.® In order for Ps to have ~ 1A de
Broglie wavelength, its energy must be on the
order of = 75e¢V. At this energy, Ps “atoms”
would be oblivious to the mean surface poten-
tial and only undergo elastic reflection in close
encounters with the ion cores. Because of the
large break-up probability of Ps (binding en-
ergy = 6.8eV), multiple scattering and other
subsurface contributions to the elastically scat-
tered Ps are expected to be negligible. Thus,
Ps diffraction offers the possibility of being a
valuable probe.®

The degree to which Ps scatters only from
the outer surface layer is determined mainly
by the interstitial density of valence or conduc-
tion electrons of the material. Because of the
low mass of weakly-bound electrons, and hence



large recoil, collisions with the electrons destroy
the coherence of the scattered Ps and thus must
be regarded as a source of attenuation of the
incident and diffracted Ps beam. Typical elas-
tic cross sections in the 10eV region for Ps-free
e~ collisions are on the order of 107 %¢m."8
Thus for solids having interstitial electron den-
sities of =~ 1023¢cm™3,%"1?2 a mean free path
of ~ 1A for the Ps can be expected. Con-
sequently, LEPSD from a solid surface would
yield diffracted Ps intensities versus incident
energy (i.e., "I(V)” curves) which would be
dominated by the elastic scattering from only
the outer layer atomic distribution. In the case
of an ordered adsorbate overlayer, chemisorbed
to a surface, however, the incident Ps could eas-
ily penetrate the relatively open spaces between
the adsorbate atoms. This would lead to the
interesting case of interference between Ps scat-
tering from the adsorbate and from the outer
surface with a high sensitivity to the structure
of the adsorbate layer and outer surface.

In this paper we will first discuss the re-
sults we have already obtained,!? present an
interpretation of them, then provide a descrip-
tion of the method (gas cell) used to produce
the Ps beam, and conclude with a description
of a completely different method to obtain a Ps
beam which is presently under construction.

Positronium Specular Reflection from LiF

Upon entering the experimental chamber the
Ps beam divergence is limited by aperture to
5° full width of half maximum of the peak. It
is reflected from the sample, S, shown in Fig. 1
and detected by its annihilation gamma rays
by two bismuth germanate (Bi;GesOj2, titled
BGO) detectors in coincidence. The incidence
and reflected angles 6; and #, are measured
with respect to the normal to the sample; the
total angle with respect to the Ps beam is
¥ = 6; + 6,. The sample, S, can be rotated
through an angle of 50° < §; < 90°. The
intensity of the detected Ps beam from the

gas cell is measured by removing the sam-

ple and placing the annihilation plate and

138

BGO detectors at 3 = 180°. The distance

Figure 1 — The experimental arrangement: gc-gas
cell, s-sample, t-tubes and grids, and a-annihilation
plate.

from the center of the gas cell to the annihi-
lation plate and BGO detectors is a constant,
40cm, for 100° < 9 < 180°. The efficiency for
producing and detecting Ps is shown in Fig. 2.
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Figure 2 — The efficiency of detecting Ps at the
annihilation plate versus the Ps energy. This efficiency
was obtained with the gas cell filled with Ar at a
pressure of 10~ 3torr. The Ps atoms were restricted to
a 5° cone (FWHM). The efficiency includes the decay
in flight and the Ps detection efficiency.



The efficiency is measured per incident positron
versus the Ps energy. It reflects the efficiency
of the gas cell filled with 1073torr Ar to form
ortho Ps in a 5° cone, the decay in flight
of the initial Ps beam, and the ratio of the
efficiency to detect of the annihilation gamma
rays from Ps to those from positrons. The
inset in Fig. 2 is an expanded scale of the
low energy Ps region. The absolute efficiency
is not required for the measurement of the
reflection coefficient because the efficiencies of
Ps formation, reflection, and detection are the
same (except for 2S Ps) for detecting Ps with
the sample removed from the beamline (¢ =
180°). We calculate the ratio of the reflected
Ps intensity to the intensity at ¢ = 180°.
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Figure 3 — Reflection probability of Ps at constant
incident energy and total scattering angle ¢ = 6; + 6,
vs the incident angle, 6;.

Rocking curves were obtained of the spec-
ular reflection of Ps from LiF(100) by rotating
the LiF crystal with respect to the Ps beam
and holding the detectors fixed. Data was
taken with the position of the Ps detector at
¥ = 100°, 120°, and 130°. The results for
three different Ps energies and three different
specular angles are shown in Fig. 3.2% It is ev-
ident the Ps specular reflection does occur and
that the reflected fraction is surprisingly high
(30 £ 5)% at a Ps energy of 7eV. We also
measured the fraction of Ps reflected at a fixed
specular angle as a function of the energy of the
Ps (see Fig. 4). The fraction of Ps reflected for
1 = 100+4° from LiF(100) was measured when
the LiF was at a temperature of 160 + 10°C
and at a temperature of 300 + 10°C. The two
measurements are in good agreement, although
the reflection at 300°C is somewhat higher than
that at 160°C.
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Figure 4 — Ps reflection coefficient as a function of

the Ps energy for 8; = 8, = 50.4°.

A simple interpretation of the Ps reflec-
tion fraction and its energy dependence can be
obtained by considering plane waves reflecting
from a potential step. Letting z be the coor-
dinate perpendicular to the crystal surface we
consider the potential:

V(z) = 0 for z < 0, i.e., in the vacuum out-

side of the crystal; V(z) = V; + 1V, for z > 0,
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l.e. inside the crystal there is a real and imag-
inary potential. Using the one dimensional
Schrodinger equation in its time independent
form we obtain the reﬂection probability:

- kin

b (1)
where k;, and k, are the perpendicular compo-
nents of the Ps wave vectors inside and outside
the crystal, and where the factor R, is inserted
to account for the reflection probability is less
than unity at low energies. (This may be due
to only a fraction of the surface being clean
enough). We estimate V,. = 4eV, which is the
difference between the binding energy of Ps in
the vacuum state (= 7eV) and the binding en-
ergy of Ps inside LiF (3eV).1* If we consider

R= Rol

Vim = 0 and V, = 4eV we do not predict the

observed energy dependence of the reflection
probability. R equals R, for energies less than
V;/cos?6;, but it falls off sharply for higher
energies, and finally approaches approximately

a 1/E2_ dependence (see the dashed curve in
Fig. 5). Choosing a different V;. only causes a
¥ = 100£4*
% f l’ 8, = 50.4:2°
3 o T = 160£10°C
0.1 3 ! « T = 300+10°C E
5 N
§ i “‘-
= II; i
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°6,= 53.442°
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s 1 . T T
EPI= EO- Elh ‘eV)
Figure 5 — Ps reflection probability vs the incident

Ps energy. The solid line is calculated with the use of
Eq. (2) with V; =4eV and A taken from the fitted line
in Fig. 6. The dashed line is calculated with V, = 4eV

and A = oo.

translation of the dashed curve along the hor-
izontal axis, it does not provide a better fit to

the data. There is evidently much more appar-
ent elastic scattering than can be accounted for
by the real part of the inner potential alone. We
can obtain a better fit to the data by adding
an energy-dependent imaginary part, Vi, to
the potential. The wave vector inside the crys-
tal has two components ki, = k, + ik;,. We
can solve Eq. (1) for the value of ki, given a
certain reflectivity R at a given energy E:

2mE
bm =
— 2V.
2 1/2 rr
x(FE0+ Cga -1+ 52) @)
¢ =(Ro + R)/(R, — R)
where E = Ep,cos?f;. By using the data

in Fig. 5, with R = 0.30 + 0.05 and letting

V, = 4oV
18 R, =029
8, = 50.4°
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Figure 86 — Ps mean free path calculated from Eq. (2).
The straight line is a least-square fit of A = A\, + aEp,
to the data in the interval 16.5¢V < Ep, < 56.7eV.
The fitted parameters are A = (0.57 &+ 0.06)A and
a=(441+17) x 10-3LeV -1, with a x? per degree of
freedom x?/n = 15.26/26.

V. = 4eV we can calculate k;,,,. The mean free
path is:

1 J 2lPdz 1

A= cosb; f0°° W|2dz ~ 2k;mcosb;

(3)
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where 1 = Aezp (ikinz) = Aezp i(k, + ikim)z.
The result plotted in Fig. 6is A = (0.75+0.15)A
for 16.5¢V < Ep, < 56.7¢V. Below 16.5eV
the mean free path by this analysis becomes
unphysically small. The solid line in Fig. 6 is
a two parameter fit to the data that suggests
) is slowly increasing with energy. The solid
line in Fig. 5 is the corresponding reflectivity
calculated with the use of Eq. 2; the dashed
line was calculated with a real potential only,
i.e. A = oo and V. = 4eV. The reasonably
high-elastic Ps reflection probability observed
even at high energies, in spite of the presence
of the large absorptive potential is in retrospect
not surprising in view of the requirements of
unitarity.’> The reason for the few percent
reflection at energies much greater than V; is
principally the short A. If V; were to vanish
there would still be a measurable reflection
coefficient for small A. In addition one should
consider the region between 10eV and 16.5¢V
may exhibit a higher reflectivity due to a elastic
scattering from the outer most ion cores. It
is interesting to note that since the lattice
parameter of LiF is 4.02A, at an incident angle
of 50° the first order Bragg diffraction would
occur at a Ps energy of 21eV; however due to
the short mean free path at low energies it is

hard to envision the high reflectivity would be

due to Bragg diffraction at this energy.

It is evident from the above mentioned
measurements and analysis that there is a high
reflection coefficient and short mean free path
for Ps in LiF, and that an intense, well col-
limated, and monoenergetic Ps beam holds
promise as a unique probe of surfaces.

Positronium Beam-Gas Cell Production

Low energy positrons emitted from ti“Cu_‘a.re
magnetically transported through an E x B fil-
ter out of the shielding blockhouse!® into an
Ar gas chamber (see Fig. 7). The pressure of
Ar in the gas cell was kept at 10~ 3torr. By
the use of baffles and by differentially pump-
ing the pressure in the experimental chamber
was reduced to 10~ 5torr. This relatively high
pressure may not have had much effect on the

cleanliness of our sample because prior fo in-
troducing Ar, which had a purity of 99.995%,
into the gas cell; the pressure in the experimen-
tal chamber was 10~ 1%orr. Thus the gas in
the experimental chamber was primarily due to
Ar from the gas cell. Ps is formed in the gas
cell by the positron picking up an electron from
the Ar atom.!”!® The ionization potential for
Ar is 15.8¢V, however, the binding energy of
Ps is 6.8V thus the threshold energy for Ps
production is a positron energy of 9.0eV. The
first excited state of the Ar atom is 11.5eV
and the first excited state of Ps is 5.1eV above
the ground state. Thus a positron beam which
an energy between 9.0eV and 14.1eV will pro-
duce a monoenergetic beam of Ps in the energy
range of 0 — 5.1eV. The ratio of the cross sec-
tion for et to produce Ps in the 2S state to
producing Ps in the 1S state reaches its max-
imum value of 13% for an e* energy of 50eV
in He.2°(We are unaware of any calculations
for a similar ratio in Ar). Above 20.5¢V it is
energetically possible to produce Ps after ex-
citing an Ar atom. However, the probability
of a positron undergoing both collisions in the
gas cell is exceedingly low. In summary, we es-
timate that the excited state contamination of
our beam to average less than 5% and the en-
ergy purity due to Ar excitation to be less than

1%.

Positroninum Beam—Foil Production

We are presently constructing a new high in-
tensity positron beam in the Material Science
Building across the street from the High Flux
Beam Reactor (HFBR) Building. The new fa-
cility will have four advantages over the present
one located at the reactor: the low energy
positron beam will be more intense than the
beam used for our first generation Ps exper-
iment described here; we will not be subject
to the increasingly more severe security regula-
tions which exist on the operating level of the
HFBR; the background radiation will be greatly
reduced; and the area available for experiments
will be increased. The new facility will have a
blockhouse approximately twice the size of the
one built in the reactor building. It is planned
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to have three low energy positron beam ports,
the present blockhouse has one beam port. Two
ports (ports B and C in Fig. 8) will have a elec-
trostatic transport system and the third (port
A) will be a magnetically guided transport sys-
tem. A copper pellet will be irradiated in the
core of the HFBR for 2 days, then removed
from its capsule in a blockhouse located along-
side of the reactor on the operations level of the
HFBR and deposited into a lead and heavi-met
container. It will then be transported by an
electric truck to the Material Science Building,
and inserted into a crucible in the new block-
house. The copper pellet will be evaporated
onto the inside of a cone which then will have
deposited on it 10*A of solid Ne. Our past
moderator was crystalline copper, but our fu-
ture one will be solid neon because of its higher
efficiency. We have measured an efficiency of
~ 1% for producing low energy positrons with
solid neon in a cone configuration.?!~24
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Figure 9 — The energy resolution for observing Ps in

a pulse of Bns width vs distance from the foil to the
detector for various Ps energies.

Instead of using the charge transfer of an
electron from the Ar atom to combine with a
positron to produce Ps we will send positrons
through a thin carbon foil to produce them.?®
The positron beam will be pulsed which al-
lows us to perform time of flight measurements.

This method has three distinct advantages in
comparison to the gas cell method to produce
Ps. The advantages are first the surface of the
sample will not be as easily subject to contami-
nation as it is from the gas cell since we will be
able to operate in a &~ 10~'%orr environment.
The second advantage is that we will be able to
have a direct measure of the energy of each Ps
atom with better resolution. Third, although
the Ps produced by the foil would not be as
monoenergetic as can be obtained using a rare
gas target the time of flight method would give
us the advantage of being able to investigate
many energies at once.
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Figure 10 — The energy resolution for observing Ps
in a pulse of 0.1ns width vs distance from the foil to
the detector for various Ps energies.

The new Ps beam will be produced by the
following method.26?" The positron beam will
be transported out of the blockhouse electro-
statically. It will then enter a magnetically
guided section. It is then remoderated to
minimize its transverse energy component and
injected into a pinched magnetic field to enter
a magnetic bottle. Upon entering the bottle
the beam transverses a rf cavity which oscil-
lates at 430MHz to give it transverse motion
and to excite the positron cyclotron resonance.
The positrons are then reflected by a positive
potential on a grid, they again transverse the
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tf cavity and they now have enough transverse
motion to be reflected by the pinched mag-
netic field at the entrance of the bottle. The
positrons now oscillate between the two ends of
the trap for 100ps. During this time positrons
continue to stream into the trap from the ra-
dioactive source and accumulate in the trap.
After a 100us, the grid which was at a positive
potential is given a negative potential pulse
by an oscillator operating at 10kHz and the
positrons enter a section of 100 ring electrodes
each having a bias such that the accumulated
positrons experience a potential which varies
harmonically with distance along the beamline
and are bunched to a pulse of width 8ns. The
total length of the accumulator/pulser/buncher
is 90inches. This accumulator/pulser/buncher
has been constructed, tested and measured to
have an efficiency of 63%.2% Upon leaving the
buncher the positrons are again remoderated
and enter a second buncher of length one inch
which produces a harmonic potential due to
a geometric distortion of the electric field at
one end of the buncher. This second buncher
will reduce the positron pulse width from 8ns
to a subnanosecond bunched positron beam.
The technical details of the first accumula-
tor/pulser/buncher are given in Refs. 26 and 27
and the details of the second buncher are given
in Ref. 28. Upon leaving the second buncher,
the positrons traverse a carbon foil and produce
a pulsed beam of Ps atoms which then enter
the experimental chamber which was described
above. The charged particles in the beam are
removed by electric fields. The energy of the
Ps atom is determined by measuring the time
difference between the time the pulsed positron
beam strikes the carbon foil and the time the

positronium atoms travel a fixed distance to

the Ps detection system. The pulse width of
the positrons leaving the buncher very much af-
fects the measured energy resolution of the Ps
atom. This is shown in Figs. 9 and 10 which
plot the Ps energy resolution versus Ps flight
path for various energies of the Ps atom. Fig. 9
is for a positron pulse width of 8ns and Fig. 10
is for a positron pulse width of 0.1ns. Although

a longer flight path increases the energy reso-
lution it also reduces the number of Ps atoms
detected due to Ps decay. The effect of Ps de-
cay in flight is given in Fig. 11 which plots the
Ps attenuation coefficient as a function of Ps
energy for various length of flight paths.
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Figure 11 — The attenuation coefficient for Ps

decay in flight vs the Ps energy for various flight path
distances.

The table below shows the expected effi-
ciencies of the various components of the pulsed
Ps beam production. The average efficiency was
calculated for the production of Ps in the en-
ergy range of 6eV to 100eV in a solid angle of
10~2 steradian after traveling a path length of
90c¢m. The column at the right lists the num-
ber of particles to be expected at each stage
of the beamline. These numbers are predi-
cated on a spherical copper pellet of weight of
0.86g and diameter 0.57cm placed in the core
of the HFBR for a period of 48 hours where the
positron-emitting isotope ®*Cu is produced by
the reaction %3Cu(n,y) %4Cu. The activity of
the pellet after 48 hours is 100.5C of positron
emission.!® Our past experience indicates that
approximately one-third of this activity can be
evaporated unto a surface because of losses due
to decay during the time period from removing
the source from the reactor to completing the
evaporation of the Cu on a surface, and due to
Cu vapor escaping and not being deposited on
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the surface. We have obtained a moderating ef-
ficiency of 1.2% with a solid Ne moderator,?4
but for the purpose of these calculations we are
estimating an efficiency of 0.7%. We expect the
efficiency of the 90° bender in the blockhouse

entering the remoderator given in the table,
7.8 x 10%sec, results from these calculations. It
is the number of particles during the beginning
of a run, for ®*Cu decays with a half-life of 12.8
hours. At the end of a two day run the number

to be 90%. The number of low energy positrons | will be reduced by a factor of ~ 16.

Ps BEAM EFFICIENCY

Process Efficiency Number of Particles
in % et /sec
Slow positrons into 7.8 x 10°
remoderator
Remoderator 1 30 2.3 x 10°
Accumulator/pulser /buncher 63 1.4 x 10°
Remoderator 2 30 4.2 x 108
Ps formation in foil *) 8.9 x1073 3.7 x 10*
Loss in three grids t) 72 2.7 x 10*

*) energy range 6eV to 100eV in a solid angle of 10~ 2ster.
after traveling a path length of 20cm.25

1) 90% transmission grids

An extensive research program is planned l intensities will only have to take into account

to vary the parameters of the carbon foil to
improve its efficiency to produce Ps (foil thick-
ness, positron energy, coatings on foil, other
foils etc.). Another consideration which will

be examined is the effect of a 34C1 of positron
- emission source on the Ne moderator. Will it
cause the surface to be charged? Will it pro-
duce a large number of defects in the solid Ne?
Both effects could adversely effect its efficiency.
In the event that Ne moderation is adversely
affected by a strong radioactive source we plan
to revert back to a transmission moderator to
produce low energy positrons and to compen-
sate for its lower efficiency by using a stronger
64Cu source.

Summary

Positronium reflection from a surface shows
promise to be an extremely sensitive surface
probe. We have shown that the mean free
path in LiF(100) of Ps atoms in the energy
range 16.5¢V < E < 56.7¢V is 0.75 + 0.154.13
This assures us that analysis of Ps diffracted

the outer most atomic layer, and thus avoids
the complication encountered in LEED where
the mean free path is typically an order of
magnitude larger.2®

A description is given of two different meth-
ods for producing a Ps beam. Each method
has its own set of advantages. The gas cell
method will produce a monoenergetic Ps beam
at low energies, whereas the foil beam will
allow the sample to be in an ultra high vac-
uum environment and the energy of each Ps
atom can be measured by a time of flight tech-
nique. The work was supported in part by the
National Science Foundation (Grant No. DMR-
8620168), and in part by the Division of Mate-
rial Sciences, U.S. Department of Energy, under
contract No. DE-AC-76CHO0016.
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LOW-ENERGY SCATTERING OF ELECTRONS AND POSITRONS IN LIQUIDS

D.M. Schrader
Chemistry Department, Marquette University
Milwaukee, WI 53233, USA

ABSTRACT

The scattering of low-energy electrons and positrons is described for the liquid phase and
compared and contrasted with that for the gas phase. Similarities as well as differences are noted.
The loci of scattering sites, called "spurs” in the liquid phase, are considered in detail. In particular,
their temporal and spatial evolution is considered from the point of view of scattering. Two emphases
are made: one upon the stochastic calculation of the distribution of distances required for slowing
down to thermal velocities, and the other upon the calculation of cross sections for energy loss by
means of quantum mechanics. In these we follow early work by Mozumder and Magee, and by
Lekner, respectively.

INTRODUCTION

A fast electron or positron passing through a liquid is known to deposit its energy piecewise,
in a large number of discrete locations. Thus the concept of free flight between collisions, which
arises so naturally when studying the motions of electrons and positrons in gases, also occurs in
liquids despite the great difference in the physical nature of the two scattering milieus, and provides
us with an interesting stage for comparison of the two situations. There are similarities as well as
differences.

Perhaps the most obvious difference is that the structure of liquids is far more complicated, and
correspondingly less well understood, than that of gases. It is only in the past decade that
experimental and theoretical results have converged for low incident energy in the case of positron
scattering in gases. Therefore we should not expect to understand positron scattering in liquids at
a comparable level. For example, we do not know how to calculate cross sections for energy loss
at the lowest incident energies for liquids, even for electrons. For gases, the processes responsible
for energy loss at lowest energy are simple elastic scattering and (molecules only) rotational excitation
for which many high quality calculations and experiments have been performed. In liquids, the lowest
energy process is the transfer of kinetic energy from the primary particle into intermolecular vibrational
modes of the liquid (i.e., librational excitation, or phonon creation), which is thought to be much more
efficient than either elastic scattering or rotational excitation. In any case, the latter is hindered in
liquids.

lonization in the Liquid Phase

For both liquids and gases, most of the energy deposited by the primary particle goes into
ionization, electronic excitation, and fragmentation of the absorbing entities. For gases this entity is
just one molecule, but for liquids several are normally involved. In either case, secondary electrons
are produced. Multiple ionization of a single molecule is much less likely than single ionization, so
for the gas phase usually only one secondary electron is produced per collision, but for liquids,
several are produced. This is a consequence of the uncertainty principle (see below).

lonization in the gas phase is a well defined event, and it possesses a definite threshold which
can be measured with great accuracy. In liquids, however, there are several effects not present in
gases; some of these contribute to a reduction in clarity of the concept of ionization. Besides the
production of more than one secondary electron in a typical ionization event, these effects include:
(1) The ionized electron enters an energy-absorbing medium upon leaving its molecule; therefore the
work required to remove the electron to infinity at rest includes not only the Coulomb energy of
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attraction for its parent ion, but also the energy transmitted to the medium in transit. The process
responsible for this transfer is stochastic and hence is different for each electron. (2) Many media,
especially polar media, trap the ionized electron while it is still in its outbound trajectory. These traps
(which can be naturally occurring voids, voids of solvation, or chemical species which bind a primary
particle with or without dissociation, etc.) ¢can, in principle, be anywhere in a given medium. (3) All
condensed media have dielectric constants greater that unity, which thus reduces the ionization
potential compared to the gas phase. Finally, (4) the electron need not be removed to infinity but
only to that critical distance r, where its Coulomb attraction to its parent molecular cation, e’/er,, is
equal to the thermal background kT. At this separation, e’/¢kT, the attraction of the electron for its
parent ion is indistinguishable from the thermal background. The distance r, called the Onsager
radius, amounts to about 300 A for typical organic liquids at room temperature.

Very few secondary electrons actually escape over this thermal horizon. Most have the opposite
history, namely, immediate recombination with a molecular cation. This can be understood
qualitatively with the aid of the uncertainty principle. Suppose the primary electron deposits 100 eV
in a collision. This is typical. The time required for this to happen must be at least 3 X 107 sec,
by which time the primary particle travels about 10 A. This establishes the minimum size of the
collision region, and gives a rough lower limit on the number of molecules ionized: 107 cm/(M/pA)'®,
where M is the molecular weight of the medium molecules, p the density of the medium, and A is
Avagadro’s number. For hexane this smallest number of molecules is about two. Actually, it is
known independently that above five ionizations are produced in n-hexane for each 100 eV of energy
loss by the primary particle; or each secondary electron possesses an average energy of 20 eV
initially. They are moving much less rapidly than the primary particle, which we can ignore as a
consequence, and much more rapidly than the massive molecular cations. Each of the five outgoing
secondary electrons therefore looks back on a small entity carrying a total charge of (typically) +5.
The slowest cf the five electrons immediately falls back into this vast Coulomb hole. The second
slowest then sees a charge of +4 and also falls back. And so the process continues until (usually)
only one secondary electron is still uncombined. It is interesting that this sequence of recombination
proceeds with memory: the electrons recombine geminately; i.e., each with its own parent ion. This
is known from the observed scarcity of triplet products.

Focus of this Article

This complicated scenario leads us to a simplification: We need consider only the one surviving
secondary electron. The average initial energy of the original five is 20 eV, and the last survivor is
the most energetic of the five, so perhaps its energy is 40 eV. If the initial energy of the primary
particle is 200 keV and the average energy per deposition is 100 eV (both typical quantities), it
follows that for each primary particle there are about two thousand of these surviving secondary
electrons, each residing in its own discrete region. These regions or entities are strung out randomly
along the trajectory of the secondary particle, and the whole object is called a "track." In a given
experiment there may be millions or more of these tracks, one for each primary particle, so the
number of entities is billions or more.

Radiation chemists study this microensemble of entities and calculate and measure quantities
which represent averages over the microensembles. For positron chemists, the primary particle is
the positron itself, and there is no other positron present, so all the attention is given to the very last
entity in the track of each primary particle. This entity is unique in the microensemble because it
contains the only positron in the system, and because the primary particle forms it at the end of its
track when it is slowest. Hence it cannot be argued that it is a typical entity. It is highly arguable
that it even resembles a typical entity. The question arises: why do positron chemists study the
microensemble? Because if we understand the microensemble (more to the point, a typical entity in
the microensemble), then we have a chance of understanding the terminal positron entity. If we don't
understand the microensemble as a whole, then we cannot understand the last entity in it.

In this article, we focus our attention on this microensemble of secondary electrons, and
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consider their final degradation, starting from a distribution which has a maximum in the neighborhood
of 40 eV, and continuing down to thermal equilibrium.

At 40 eV the dominant mechanism for slowing down is ionization and electronic excitation of
medium molecules. These dominate other processes down to the threshold for excitation, typically
5 eV. This segment of the degradation process is regarded as being reasonably well understood on
the basis of established electronic stopping power laws which yield both the time required and
distance travelled by the slowing secondary electron. From 5 eV down to about 0.5 eV,
intramolecular vibrational excitation is thought to provide the most important slowing down mechanism.
This also is fairly well understood, from the viewpoints of both calculating and measuring cross
sections and of computing ranges and times in the segment. Below 0.5 eV down to kT, the story
is quite different: although it is believed that we have identified the degradation processes (excitation
of intermolecular vibrations), we do not know how to calculate cross sections for them. Times and
distances in this last segment are less certain, but can be inferred from sweeping electric field
measurements and from microwave conductivity measurements.

In the remainder of this article, we consider mainly this last segment, which has been called the
subvibrational region, from two viewpoints: Purely phenomenological descriptions of the degradation
process using assumed cross sections, and considerations of ways to determine the cross sections
themselves from first-principles quantal calculations.

PHENOMENOLOGICAL DESCRIPTION OF THERMALIZATION

The calculation of track structure of the primary particle has recently become an active area of
research. The ever decreasing cost of computation has made large scale Monte Carlo calculations
feasible. These calculations use cross sections from experiment and from other calculations.
Calculations of the spatial, temporal, and ergodic development of the entities along the tracks are not
as numerous or successful because the required cross sections are not all known, as we have
already pointed out. However, the qualitative nature of the physical and chemical processes operating
in the developing entities is fairly well known. It is inviting to conduct model calculations based on
the known qualitative features, using assumed cross sections, and to try to reproduce relevant
experimental observations.

The development of entities can be divided into two parts which we call the prethermal or
physical regime and the postthermal or chemical regime. At the end of the prethermal regime, the
secondary electron becomes thermalized. This takes one to ten picoseconds. In the postthermal
regime, the secondary electron moves around by diffusion and engages in chemical reactions. This
region terminates by recombination or some other reaction, and is essentially complete in a
microsecond. Even though the boundary between these two regions is not perfectly distinct, the two-
region concept is nevertheless useful.

We have already discussed three subregions or segments of the prethermal regime: ionization
and electronic excitation (40 to 5 eV), intramolecular vibrational excitation (5 to 0.5 eV), and
intermolecular vibrational excitation (0.5 to kT). At this point the secondary electrons in the
microensemble are thermalized and have established a distribution f of thermalization distances r,,
(as measured from the cation). The functional form of f(f,) is important and can be inferred from
sweeping field measurements, but there is a good deal of uncertainty and controversy regarding its
shape. [1,2] It is this function which provides the point of contact between theory (calculations of the
prethermal regime) and experiment. We now describe this connection.

If an electron comes to rest a distance r, from its parent cation, it is attracted to it by the
Coulomb potential V(r,). The probability that it will diffuse away, beyond the Onsager radius r,, is
given by a Boltzmann factor:

g(r) = exp(-V(r,)/KT) = exp(-r/ry) (1)
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This result is not at all obvious but rather is a seminal contribution by Onsager, [3] who demonstrated
that g(r) is the long time solution of the Smoluchowski equation which describes diffusion of a particle
in a Coulomb field. It follows from eq. (1) and the physical meaning of the distribution function f that
P.... the calculated probability for the whole microensemble for diffusion of secondary electrons out
of the entity and into the bulk liquid, is given by

P = J () g(r) dF. (2)

This quantity can be measured and is tabulated for many liquids. [4,5] It is the ratio of the yield of
free electrons in the bulk of the liquid (ie., beyond the Onsager radius) in the absence of an external
field to the limit yield for high electric fields. Its value depends upon temperature, solute
concentration, etc., and the correlation of the calculated and the measured value for various trial
distribution functions f constitutes the connection between theory and experiment, and tells us what
we know about the functional form of f.

Historically, much more attention has been paid to the postthermal regime. Starting from
thermalig.ation, one calculates subsequent development of the entity b; solving a diffusion equation
using f(r,) as the distribution of secondary electrons att = 0. Thus f(r,) has come to be known as
the "initial" distribution, even though it describes where the electrons are at the conclusion of the
prethermal regime.

We now turn to the calculation of the initial distribution function f(?) and the theoretical deduction
of the escape probability for the microensemble, P_,.. A procedure for the calculation of f was given
a long time ago by Mozumder and Magee. [6] Some other workers have attempted to calculate f
also, [7-11] but we like the prescription of Mozumder and Magee because it is instructive, it replicates
well the actual physical events, and is easy to understand. It requires considerable calculations,
however, and has not yet been put to an exhaustive numerical test to our knowiedge.

First one chooses AE, the initial energy of the secondary electron. This determines R,, the
distance travelled in the first two segments of the prethermal regime, that is, from an energy of AE
down to E,, the threshold of the subvibrational segment. (See fig. 1.) For AE = 40 eV and E, = 0.5
eV (our example values), this distance is known to be about 25 A for most nonpolar liquids. From
that point to thermalization one assumes the secondary electron proceeds by a random walk. The
number of steps N in the random walk can be deduced in terms of p, the probability of exciting an
intermolecular vibrational mode in a given mean free path (which are mostly for elastic scattering),
and o, the vibrational quantum lost per inelastic collision, by an energy balance argument: At the

oint R, the energy of the partical is E, - €%/¢R,; after thermalization it has travelled to a new point
; from the cation and has lost the energy Npw to the medium. Hence
e? e?
E, - ----- = 3/2kT - ----- + Npow. (3)
eR, eR;

By assuming a value for the product pw, one can calculate N for any given R;. R; is fixed by the
variables of inte%ration in eq. (2): We choose r and 6, the coordinates of the point of thermalization
measured from R, (see fig. 1). The law of cosines give R;, and eq. (3) gives N. Clearly the bulk
of the work lies in calculating pw, for therein lies the cross section for intermolecular vibrational
excitation. This quantity, which depends upon the energy of the incident secondary electron, is to
be gotten from a quantum mechanical calculation, but we do not know how to carry it out. By trial
and error, Mozumder and Magee arrived at a value of 5.5 x 10* eV per collision, elastic or inelastic.
[6] Using this value along with AE = 40 eV, E, = 05¢eV, R, =256 A, T=298K, and e = 1.9, we
find N to be 460 for R, = 80 A (a representative value of the thermalization distance for nonpolar
fiquids). Such a large number of steps suggests that a Gaussian distribution is accurate:
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T Yy — ) exp(-3r/2NL?). (4)

L is the mean free path for elastic collisions. Mozumder and Magee somewhat arbitrarily take it to
be the mean molecular separation of molecules in the liquid. Equation (4) is slightly misleading, for
N depends upon R; and hence on r and 9, and the N-dependence of the preexponential factor must
be included in the integrand in eq. (3). Another consequence of the R,-dependence of N is that f
as written above is not normalized; one must divide the right hand side of eq. (2) by [ fdr.

The integration in eq. (2) is performed numerically and yields the escape probability of all
entities with AE = 40 eV. However, there is a distribution of AE values for a given value of E, [12]
the energy of the primary particle when it enters the medium. This distribution is known, more or
less. There is also a distribution of E values, and this depends on the nature of the source of
primary particles. P, depends upon AE and must be averaged over it with the appropriate
distribution function. The whole numerical process is shown schematically in fig. 2. The result of all
this work will be the yield of bulk secondary electrons appropriate for the experiment.

This procedure amounts to a poor man's Monte Carlo calculation. There are a number of
approximations: The use of a Gaussian (eq. (4)) implies we are ignoring the Coulomb influence of
the cation during the random walk. The parameters L and pw clearly should depend on the energy
of the secondary electron; the dividing line between the segments of the prethermal regime are not
as sharp as we have portrayed; the procedure as prescribed above is limited to one electron-cation
pair per entity; and it ignores trapping by density fluctuations and scavenger solutes. Perhaps more
significant is that time is not a part of the procedure, as it must be in order to include the influence
of an externally applied electric field. The latter extension can be made, either with an after-the-fact
modification of the procedure just described, or by integrating the Fokker-Planck equation in some
appropriate approximation. [13]

New data indicates that straight chain saturated hydrocarbons are very effective traps for
positrons with energies near 0.3 eV. [14] The mechanism is apparently the formation of vibrational
resonances. For hexane, the cross section for this is quite considerable, about 1.5 A%, which
corresponds to a mean free path of about 140 A. A random walk of 460 steps, each 5 A, will almost
always be terminated by capture into such a resonance, and this result must be accomodated in an
application of this procedure to positron thermalization for such liquids.

CALCULATION OF THE CROSS SECTIONS FOR SCATTERING IN LIQUIDS

The process under consideration in this section, the excitation of intermolecular vibrational
modes, is difficult to study experimentally, because the energy quanta involved, about 0.001 eV, are
in the far infrared. The Raman shift is observable for many liquids, and gives us the best information
we have for the process. In principle, a knowledge of the oscillator strength distribution yields the
cross section. Thermal diffusion data also yields some information, the idea being that energies of
the subvibrational region are so low that the processes for energy loss (and gain) must be similar to
those operating in the postthermal regime. Thus the mobility or the diffusion constant, or,
equivalentally, the momentum relaxation time for free Brownian motion, become crucial quantities.

Rather than proceed in this direction , we consider another system, closer to the interests and
expertise of most of the conferees: argon. Liquid argon is at once simpler and more complicated
than liquid hexane. Atoms are much simpler to treat quantum mechanically than molecules, but the
absence of intermolecular vibrations eliminates one of the segments from the prethermal regime, and
cooling below the threshold for electronic excitation relies on intermolecular vibrational excitation and
on elastic scattering from atoms and from density fluctuations. These are inefficient cooling
mechanisms, and the cooling electron has so much energy in the bulk of the segment where they
are operating that the random walk assumption which fueled our phenomenological discussion above
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is not valid.

In the remainder of this concluding section we consider the influence of the liquid medium on
the calculation of elastic scattering cross sections for atomic argon. Specifically, we want to know
what polarization potential to put into the scattering equation (using atomic units now and in the
remainder),

(12 4 Vo + V., 12 1K) y () = 0 (5)

where V,, is the static potential provided the incident electron or positron by the nucleus and the
target electrons, and V,,, is the polarization potential. The latter has the welll known form -o/2r* for
an isolated atomic target at long range. At short range it is customary to multiply this by a function
w(r), commonly known as the cut-off function, which moderates the strongly diverging short range
behavior and hopefully includes some of the effects of short range correlation. For the liquid phase,
we know that the polarization potential is screened at long range by the intervening atoms. We follow
the important work of Lekner [15] in describing the calculation of this screening. The experimental
quantity for comparison is the drift velocity of electrons in the liquid as a function of electric field
strength. The comparison requires cross sections for elastic scattering and for momentum transfer.

Congsider fig. 3, which is taken from ref. [15] The polarization potential experienced by the
atom at R due to the electron has the direct contribution -o w(r)/2r', and the indirect contribution due
to the induced dipoles in all the atoms, one of which is shown at t. Lekner defines a function h(R)
so that the total field at R is

1
— h(R) R (6)
R3

>
This has the direct part 1/R? and an indirect part. To deduce the latter, consider the field at R due
to a dipole u at t:
> > Sg(ﬁ'g)'szﬁ
E(s) = (7)

5

S

We must sum this field over all atoms except the %ne at ﬁ, but in doing so we may take advantage
of the %act that the result will be in the direction of R, so we need only include the component of E(R)
along R in the average:

_)

1 > > 1 R > > > >
— h(R) R = -— R - - Jng,(s) R-E(s) ds 8)
R’ R R

The sum over atoms is accomplished by use of g.(S), the pair-correlation function of the liquid, and
n, the average number density of the atoms. The dipole ;F is clearly

a 5 -
t= 0t ©)

which displays the essential role of self-consistency in the determination of the function h by solving
the integral equation (8). The pair-correlation function is known, and straightforward iteration leads
one directly to a realization of h.

The potential seen by the electron due to the polarization, direct and indirect, of the atom at
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R is evidently
o w(r) h{ry/r. (10)

Unfortunately this result cannot be used to calculate phase shifts by using it as V,, in eq. (5),
because the scattering electron (or positron) is never interacting with one atom across free space, but
rather is always interacting with intervening atoms as well. Lekner responds to this quandary with
the following construction: First we average V,, = V,, + V,, (the latter being given by eq. (10)) over
the ensemble:

V(> = V1) + ] N ,(8) Vi(s) dS (11)

Now, since the scattering particle responds only to changes in the potential and not to its magnitude,
we can subtract off a constant value and truncate. Lekner defines the effective scattering potential
to be

Voll) = <Vig{)> - <V (r)> forr<r, (12)
and zero beyond, where r, is the location of the first maximum in <V,(r)>. The calculated cross
section for the liquid and gas are compared in fig. 4, and the comparison between theory and
experiment for the drift velocity is shown in fig. 5.

The limited question of how the gas phase polarization potential should be modified in order to
accomodate scattering in liquids has been addressed. The approximations made are that fluctuations
in the number density do not effect the scattering process, and that multiple scattering effects are
negligible. The former approximation has been called into question by Basak and Cohen, [16] who

believe that the scattering of thermal electrons in liquid argon is dominated by a deformation potential
produced by long-wavelength density fluctuations.
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GRIS OBSERVATIONS OF THE GALACTIC CENTER
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The 511 keV positron annihilation line source in the Galactic Center (GC)
region has reappeared after being in a quiescent state since the early 1980's.
We report observations by the GRIS balloon instrument showing that the
511 keV line has returned to an intensity level similar to that seen in the
1970's. We have resolved the line width for the first time and made a
measurement of the spatial extent of the emission along the galactic plane.
GRIS is a high-resolution germanium (Ge) spectrometer with a 17" field-of-
view. Eleven hours of data were obtained from GC pointings on balloon
flights over Australia on 1 May 1988 and again on 29 October 1988. An
additional seven hours were obtained on 30 October 1988 from a point in
the galactic plane (GP) 25° west of the center (I = 335°, b = (0°).
Preliminary results for the line fluxes (in units of 10-4 ph cm2 s°1) from the
GC are 9.8+1.9 in May and 12.3%1.6 in October, and from the GP are 2.4
* 1.6 (1 sigma statistical errors). The flux for the off-center pointing is
significantly lower than that for the GC pointings and indicates that the
dominant emission is narrowly concentrated at the center. The line width
for the GC pointing in October is 3.630.5 keV, which implies a temperature
for the annihilation medium of <105 K. A step in the continuum emission at
511 keV is found in both the GC and GP data. The step may be due to
orthopositronium three-photon annihilation for the GC, but is too large
relative to the 511 keV line for the GP to be simply explained by
positronium.

INTRODUCTION

Positron annihilation radiation from the the GC region was first observed by
Haymes et al. (1975) in 1970 with low-resolution Nal detectors. The first unequivocal
identification of the 511 keV line was made in 1977 by Leventhal et al. (1978) using high-
resolution Ge detectors. A summary of all 511 keV GC line measurements is plotted in
Figure 1, with references given in reviews by Ramaty and Lingenfelter (1987) and
Leventhal (1987). The Bell/Sandia (Leventhal et al. 1980, 1982, 1986), JPL (Riegler et al.
1981, 1985) and Goddard (Paciesas 1982) observations with relatively narrow (<35°)
fields of view show that the GC source turned off in 1980 and did not reappear until after
1984. The positive measurements (Share et al. 1988) during the 1980's by the wider field-
of-view gamma-ray instrument on the Solar Maximum Mission (SMM) are evidence for an
additional diffuse component to the emission.
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We present in this paper results from new observations of the GC showing that the
511 keV line has reappeared. The data were obtained during the first two flights of a new-
generation Ge balloon instrument called the Gamma-Ray Imaging Spectrometer (GRIS).
Preliminary results are given by Leventhal et al. (1989).

INSTRUMENT

The GRIS instrument (Teegarden et al. 1985; Tueller et al. 1988), shown
schematically in Figure 2, is a balloon-bome high-resolution spectrometer operating in the
20 keV to 8 MeV energy range. It consists of an array of seven Ge detectors (total volume
= 1560 cm3) cooled to ~90 K by liquid nitrogen. The detectors are surrounded by 396 kg
of Nal in active anticoincidence. Aperture holes in the shield above each Ge detector define
a 17° FWHM field of view at 511 keV. The detector effective area at 511 keV is ~85 cm?
and the resolution is 1.8 keV FWHM. The payload launch weight is 1680 kg.

The flight gondola shown in Figure 2 provides a pointed platform for the
instrument. An azimuth-over-altitude digitally controlled pointing system orients the
instrument using a magnetic reference to an absolute accuracy of 0.3°. Star camera and sun
sensor systems are used to confirm pointing performance in flight. The pointing and
spectroscopic performance of the instrument were verified during each flight by
observations of the Crab. The measured Crab spectra are consistent with previous
observations.

OBSERVATIONS

GRIS was flown twice from Alice Springs, Australia in 1988. The first flight was
on 1 May 1988 during which the Galactic Center (o« = 17h 42m, § = -29° 0') was observed
for 11 hours and SN 1987A for 12 hours. The second flight was a classic 2-day (44 hours
at float) flight on 28-30 October 1988. The observations were as follows: the GC for 10
hours, a point in the GP 25° west of the GC (a= 160 22m, § = -48° 42", 1 =335, b = 0"
for 7 hours, and SN 1987A for 24 hours (2 passes). Spectral lines from 36Co decay were
detected during the SN 1987A observations as reported by Teegarden et al. (1989) and
Tueller et al. (1989). The average float depth, d, and slant range, s, (in g cm-2) for the GC
and GP observations were: 1 May GC d=4.8, s=7.0; 29 October GC d=5.7, s=7.6; 30
October GP d=4.3, s=5.5.

Data were accumulated in alternating 20 minute target-background segments, with
some background segments taken before and some after the target segments. For
background the telescope was maintained at the same zenith angle but rotated in azimuth so
as to minimize the extent of the GP in the field of view. Azimuth offset angles varied from
200" to 240°. Background fields were examined to make certain that no gamma-ray
sources were contained in them.

DATA ANALYSIS

Counts in each detector were accumulated during each observing segment in
channels 0.25 keV wide. Spectra from each detector were then gain corrected using lines at
198, 511 and 1461 keV and compressed by a factor of ~4 into 1 keV bins. The gain
corrected spectra from the seven detectors were summed together. After division by
segment accumulation time, background spectra were subtracted from target spectra. The

511 keV line in the background spectrum had an intensity of 0.17 cnts s* (compared with
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0.06 cnts s-! for the astrophysical line) and a width of 2.9 keV. The line is broader than
the instrument resolution (and the width of other adjacent background lines) of 1.8 keV at
511 keV. The target-background differences were divided by livetime fraction (~0.9),
atmospheric transmission and total effective area, to form flux estimates. Different target-
background pairs were weighted inversely according to variance and averaged to obtain a
final flux estimate and variance.

For model fitting of the spectra, the May and October data were treated differently
in this preliminary data analysis. For the May flight, unanticipated difficulties related to
very-high-energy cosmic-ray events degraded the energy resolution to ~5 keV at 511 keV
and distorted the line shape, thus frustrating attempts to determine the line profile.
Nevertheless, the net flux spectrum formed as described above contains a highly significant
feature at 511 keV. To evaluate the flux in the feature, the continuum net flux values
determined in the intervals 464-503 keV and 517-556 keV were interpolated inwards to 511
keV and subtracted from the net flux in the interval 504-515 keV.

For the October flight the resolution problem was fixed. We have analyzed these
data in the vicinity of the 511 keV line by fitting with various models. The energy window
used was 470-550 keV, and the models used included a flat continuum with and without a
step at 511 keV to allow a positronium-like continuum below the line and with one and two
Gaussian lines to allow for a two-component line shape. Fits were derived by
transforming the model photon spectrum through a matrix which contains the detector
resolution and off-diagonal terms. The off-diagonal response is due to Compton-scattered
events in the detectors which are not rejected by the shield, and to scattering in the
atmosphere. The terms are small and have only minor effects on the fits. Nonlinear fitting
to the line parameters was performed using the CU RFIT program from Bevington (1969).
One sigma errors were calculated by finding the deviation of a parameter which increases
the minimum value of chi-square by 1, with all other parameters free to vary (Avni 1976).

RESULTS

The spectra between 350 and 700 keV for the May and October GC observations
and for the October GP observation are shown in Figure 3. An intense positron
annihilation line at 511 keV is seen in both GC spectra, but is virtually absent from the GP
spectrum. Our best fits to the October data sets in the 511 keV vicinity are shown in Figure
4. Both October spectra are well fit by a single Gaussian line plus a flat continuum with a
step at 511 keV. For the GP spectrum the line statistics are poor so we reduced the number
of parameters in the fit by constraining the line centroid at 511.0 keV. Chi-square for the
two fits are 74 for 75 degrees of freedom for the GC data and 73 for 76 degrees of freedom
for the GP data.

The results of the May 511 keV line flux integration and the October fits are listed in
Table I. The line flux for the May and October GC observations are statistically consistent
with each other, giving an average line flux for this period of (1 1.331.2)x104 phcm2 s-1.
This is similar to the flux levels seen in the 1970's and shows that the positron annihilation
source in the GC region has re-emerged after disappearing in 1980 (see Figure 2). The line
intensity is much reduced in the GP pointing, which at 1=25° just excluded the GC from the
17° GRIS field of view. This implies that the dominant emission from the GC at the time
of the GRIS observation was not the diffuse component measured by SMM (Share et al.
1988), but rather a narrowly distributed emission or point source in the GC region.
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TABLE I
GRIS GALACTIC CENTER AND PLANE RESULTS

1 MAY 1988
511 keV LINE FLUX (9.8£1.9)x 104 phcm2sl

29 OCTOBER 1988 - GALACTIC CENTER

511 keV LINE FLUX (12.3%1.6) x 104 phcm2s-1
LINE CENTROID 511.224028 keV

LINE WIDTH (FWHM) 3.6480.5 keV

3-yPs CONTINUUM FLUX * (4.4+1.7) x 103  phcm2s!
Ps FRACTION * 95+11 %

30 OCTOBER 1988 - GALACTIC PLANE

511 keV LINE FLUX (24%£1.7) x 104 phcm2 5!
LINE WIDTH (FWHM) 52 (+42,-39) keV
3-yPs CONTINUUM FLUX * (3.2£1.6) x 103 phcm2 sl

* Assuming continuum step at 511 keV is due to positronium three-photon decay

We have resolved the GC 511 keV line for the first time. The width of 3.6+0.5
keV FWHM (compared with an instrument resolution of 1.8 keV at 511 keV) is broader
than the value 1.6 (+0.9,-1.6) keV obtained by HEAO 3 (Riegler et al. 1981) in Fall 1979,
The GRIS measurement corresponds to thermal broadening in an annihilation medium of
10° K or a velocity distribution of the emitting region of 2x108 cm s-1 FWHM.

Interpreting the step in the continuum at 511 keV as due to three-photon emission
from orthopositronium annihilation, we have calculated the integral flux in the three-photon
component as listed in Table I. The positronium fraction (see, e.g., Brown and Leventhal
1987) is given by f=4 I3y/ (4.5 oy + 3 I3y) where I3y is the three-photon flux and Ioyis
the 511 keV line flux. The GC observation gives a 95+11% positronium fraction. For the
GP observation however, the flux in the three-photon continuum is too high to be
explained by even 100% Ps annihilation. Assuming the step in the GP continuum is due to
three-photon annihilation, the three-photon flux is more than an order of magnitude larger
than the 511 keV line flux, compared with a maximum of a factor of 4.5 for 100% Ps
annihilation. Note, however, that both the GP line flux and three-photon continuum are
each <26 measurements. Also, the fit to the three-photon continuum is sensitive to the
assumed shape of the underlying continuum. We have assumed a flat continuum spectrum
for this analysis, but a better assumption would be a continuum shape based on the data
above and below the line region. Analysis is in progress to fit the entire spectrum and
determine more accurate three-photon continuum fluxes.
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DISCUSSION

The GRIS data, when coupled with previous observations of the GC 511 keV line,
strongly suggest that a time-variable source of positrons is located near the GC. Our
observation of the re-emergence the line after >4 years absence may be the first evidence
for a periodic source. The 511 keV emission is intense. For an isotropic source at a
distance of 8 kpc, the line flux corresponds to a luminosity of ~7x1036 erg s-1 (2000 Lg in
a single spectral line) and requires ~4x1042 annihilations per second. If all of these
annihilations occur via the bound Ps state then these numbers are four times larger, with the
additional luminosity appearing in a Ps continuum. ,

An interesting aspect of the GRIS data is the similarity between the GC and GP
three-photon continuum fluxes while the line fluxes are so different. This suggests a
common origin for the continuum. Ramaty and Lingenfelter (1989, see also Lingenfelter
and Ramaty 1989) have recently proposed a two-component model of the GC and GP
positron annihilation radiation that may provide an insight into this aspect of the GRIS data.
One component is a distributed source of positrons (probably from supernovae) that
annihilate in the warm component of the interstellar medium producing a flux of ~1.5x10-3
photons cm2 s-1 rad-1 in the direction of the GC (derived from SMM) with a longitude
distribution along the GP similar to that of the observed >70 MeV gamma rays.
Annihilation occurs predominantly via Ps for this component producing a three-photon
continuum flux of (7.3+1.8)x10-3 ph cm'2 5! rad! (weighted mean of all previous
orthopositronium measurements). The 511 keV line has a width of <2 keV based on the
~104 K temperature of the warm interstellar medium. The second component is a time-
variable point source of positrons at or near the dynamical center of the galaxy. The source
is likely to be a <103 Mg black hole producing positrons by photon-photon interactions in a
hot accretion disk. The three-photon continuum is absent for this component due to
annihilation on dust or the photoionization of orthopositronium by UV radiation. The
three-photon continuum is therefore due solely to the distributed source. The 511 keV line
for the black hole may be narrow if the annihilation is on dust or may be broadened by
thermal or bulk motion of the annihilating medium for the photoionized orthopositronium.

The GRIS data are consistent with the Ramaty and Lingenfelter model, although the
agreement is at the limits of the statistics. The distributed source would give a 511 keV line
flux at 25° west of the GC in the GRIS 17° FWHM aperture of ~4.1x104 ph cm 2 s-1
(Ramaty and Lingenfelter 1989) and a three-photon continuum flux of (2.040.5)x10-3 ph
cm-2 s-1, This is to be compared with our measurement of (2.4£1.7)x104 ph cm2 s°1 for
the line and (3.2+1.6)x10-3 ph cm-2 s-! for the continuum. The measured line is low and
the three-photon continuum is high, but both are within statistics. The strongest
disagreement is between the predicted three-photon continuum flux for the GC pointing of
(2.240.5)x10-3 ph cm2 s-1 compared with the measurement of (4.4%£1.7)x10-3 ph cm-2
s-L.

The Ramaty and Lingenfelter model would imply that the step in the continuum for
the GRIS GP data is in fact due to the orthopositronium three-photon continuum, and that
the unphysical ratio of continuum to line flux is caused by statistical fluctuations. Another
possibility is that the step in the continuum is due to Compton scattering of line photons
emerging from an embedded source (Forrest 1982, Bildsten and Zurek 1988). There are
also non-black hole models for the GC point source. Recently, a tentative identification of
the positron source with the X-ray pulsar GX1+4 was suggested by McClintock and
Leventhal (1989), based on the similarity of the X-ray and gamma-ray light curves over 18
years, the positional agreement of the sources and the unusual properties of GX1+4.
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CRITICAL OBSERVATIONS FOR GRO

The new GRIS observations of positron annihilation radiation from the GC suggest
several critical observations for GRO. The intense 511 keV line observed during the
1970's that disappeared in 1980 is now known to be episodic. A long term study of the
time variability of the source is required for which the extended GRO mission is ideally
suited. The important determination of the source location and possible identification with
a known X-ray source can be done early in the GRO mission by both the OSSE and
COMPTEL instruments.

The nature of the distributed source can be studied by the planned GRO GP scan.
If the low value for the GP 511 keV line flux measured by GRIS is accurate and applies to
other regions of the GP, then the fraction of this emission due to 26Al decay is larger than
previously thought. Based on the the HEAO-3 value for the 1809 keV line flux of
4.8x10-4 ph cm2 s-1 rad-! (Mahoney et al. 1984), the predicted 511 keV flux from 26Al
decay for the GRIS GP observation is (0.5-2.1)x10-4 ph cm2 s-1 depending on the
positronium fraction, compared with the measured (2.4+1.7)x104 ph cm2 s-1. The
distributed 511 keV line emission may be due almost entirely to 26Al decay. GRO will be
able to measure the 511 keV line to 1809 keV line ratios along the GP and study this
question in detail.
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FIGURE 1

Observations of 511 keV line emission from the direction of the GC. The field of view of
each instrument is indicated. The X's represent line flux corrections made for an assumed
Ps fraction of 0.9. The Nal instruments unavoidably include some three-photon Ps
continuum in the line. The 1974 Rice measurement was made in a direction ~5° off the GC
and needs to be corrected as indicated for a point source at the GC.. The B, C, G, Jand
GR observations were made with high-resolution Ge detectors. (From Leventhal et al.

1989).
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Cross-section of the GRIS payload as flown in May and October 1988.

166



[v1y| e T T T T T T T T L M N

25+ GALACTIC CENTER MAY 1988 N

, e ~f“ e

GALACTIC CENTER NOVEMBER 1988

( 104 ph cm-2 s-1 keV-1)

0. |
|
x
D 1 L. 1 x I 1 " 1o
__]25Y..r,...‘....T.,,,||...,..,‘,,...
w = [ GALACTIC PLANE NOVEMBER 1988
. 25° OFF CENTER
|
|
yoo Yyso 500 550 600 650

ENERGY (keV)

FIGURE 3
Spectra of the GC and GP near 511 keV measured by GRIS in May and October 1988.
The data are background-subtracted fluxes that have been con:cted for livetime,
atmospheric attenuation and detector response to give source spectra.

167



GALACTIC GALACTIC
3 - CENTER 3 - PLANE

(ph/keV cm?2 10%s)
===
g
———
-—
__;‘;:n_—
—_——
_’—.—
'3 *

_211111111111111 ,211111111111111
475 500 525 550 475 500 525 550
ENERGY (keV) ENERGY (keV)

FIGURE 4

Source spectra of the GC and GP near 511 keV measured by GRIS in October 1988. The
lines represent best fit models with a flat continuum, a step in the continuum at 511 keV
and a Gaussian line. For the GP fit the line centroid is constrained to be at 511.0 ke V.

168



N90-18983
POSITRON ANNIHILATION IN GAMMA-RAY BURSTS

Alice K. Harding
Laboratory for High Energy Astrophysics
NASA/Goddard Space Flight Center
Greenbelt, MD

ABSTRACT

Emission features appear at energies of 350 - 450 keV in the spectra of a number of gamma-ray burst
sources. These features have been interpreted as electron-positron annihilation lines, redshifted by
the gravitational field near the surface of a neutron star. Evidence that gamma-ray bursts originate
at neutron stars with magnetic field strengths of /= 10'* Gauss has come from recent observations of
cyclotron scattering harmonics in the spectra of two bursts. Positrons could be produced in gamma-
ray burst sources either by photon-photon pair production or by one-photon pair production in a
strong magnetic field. The annihilation of positrons is affected by the presence of a strong neutron
star magnetic field in several ways. The relaxation of transverse momentum conservation causes an
intrinsic broadening of the two-photon annihilation line and there is a decrease in the annihilation
cross section below the free-space value. An additional channel for one-photon annihilation also
becomes possible in high magnetic fields. The physics of pair production and annihilation near
strongly magnetized neutron stars will be reviewed. Results from a self-consistent model for non-
thermal synchrotron radiation and pair annihilation are beginning to identify the conditions required
to produce observable annihilation features from strongly magnetized plasmas.

INTRODUCTION

Gamma-ray bursts (GRBs) are transient sources of gamma rays having remarkably little (= 1%) of
their emission below 1 keV (for complete review see Ref. 1). They were discovered by the Vela satellite
in 1969, though not recognized as events of cosmic origin until 1973, during a search for gamma-ray
transients correlated with supernovac?. Early spectra showed smooth shapes which resembled the
emission of tenuous, hot plasmas with temperatures of a few hundred keV. Since then, each new
generation of gamma-ray detectors has discovered more bursts, revealing new and unanticipated
characteristics of these sources. The Soviet KONUS experiments on the Venera satellites observed
a large number of bursts, many of which showed evidence of absorption and emission lines®. The
absorption dips occur around 20 - 40 keV and were interpreted as cyclotron absorption or scattering
in magnetic fields of 2 — 5 x 10'* Gauss. The reality of these features has been recently confirmed by
detectors with higher resolution on the GINGA satellite!. Emission features at energies around 350 -
450 keV appear in about 10% —20% of the GRBs observed by KONUS and may be electron-positron
annihilation radiation, redshifted in the gravitational field of a neutron star.

Although gamma-ray burst sources have been studied by astrophysicists for over fifteen years,
their origin is still a mystery. One outstanding problem which has impeded theoretical progress
is the lack of information on GRB distances. The energy of a typical burst as derived from the
observed fluence, Ep &~ 10%® erg (d/1kpc)?, could reasonably be anywhere in the range, 10* — 10
erg. Fortunately, the situation is not completely unresolved, as there now exist several strong lines
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of evidence linking GRBs to neutron stars. The observed emission features, if identified as positron
annihilation at rest, have redshifts in the range expected for a neutron star surface gravitational
potential. The discovery of a very intense burst on March 5, 1979 had a rise time less than 0.2 ms,
restricting the source size to less than 60 km, and also showed 8 second pulsations during the burst
decay phase. The spectrum of this source also showed the strongest annihilation feature observed to
date. Finally, the GINGA satellite has observed strong absorption features at 20 and 40 keV in the
spectra of two bursts®. The most natural interpretation of the features is that they are harmonics of
resonant cyclotron scattering in a field of 1.7 x 1012 Gauss®~7, further indication of a neutron star
origin.

The evidence that GRBs originate near strongly magnetized neutron stars allows us to model the
emission processes, even if we do not know the ultimate source of the burst energy. It is likely that
the strong magnetic field will profoundly influence the physical processes which produce the observed
emission. In particular, the physics governing positron production and annihilation is so different
from the corresponding free-space physics that new models for positron annihilation lines must be
developed for GRBs. Ultimately, these kinds of emission models may lead to limits on the total burst
cnergy required to produce observable annihilation features, thus imposing limits on GRB distances.

OBSERVATIONAL EVIDENCE FOR ANNIHILATION FEATURES

Evidence for positron annihilation in GRBs first appeared in data from the Ge spectrometer on
the ISEE-3 satellite and from the KONUS detector on the Venera satellites. Figure 1 shows several
examples of spectra obtained by KONUS with suggestions of features around 400 keV. The most
convincing evidence for an annihilation line in a GRB spectrum was seen in the burst of Mar 3,
1979 (GB790305). Although this exceptionally strong burst was actually detected by nine different
satellites, the best spectrum was obtained by KONUS (Figures la and 2) and shows a symmetric
feature at 430 + 30 keV which clearly stands out above the continuum. The feature has a relatively
high statistical significance of 4.90. Observations of GB790305 by the French-Soviet SIGNE detector
revealed that a large fraction of the excess at 430 keV came during the first 24 ms of the burst'®,
providing some confirmation of the reality of the feature. Figure 3 shows the ISEE-3 spectrum of
a burst with an emission feature at 420 keV and another possible feature at 738 keV. The higher
energy feature is consistent with 56Fe line emission at 847 keV, with the same redshift required for
an annihilation line interpretation of the 420 keV feature.

There are, however, several problems connected with these observed emission features which
require caution in interpreting them as annihilation lines. First of all, many of the lines are of low
statistical significance (around 3¢) and the problem is compounded by the nature of the response
functions of gamma-ray detectors. Since these instruments actually detect the energy loss rather
than the energy of the gamma rays, the count rate spectra cannot be unfolded to yield a unique
photon spectrum of the burst. The traditional technique has been to assume a spectral shape (in
the case of the KONUS spectra, a thermal bremsstrahlung continuum plus a Gaussian line) and
unfold the count spectrum, varying a set of adjustable parameters until an acceptable fit is achieved.
Thus, the appearance of a line feature in the photon spectrum (especially one which is statistically
marginal) can depend on the assumed continuum shape and the derived photon spectrum even tends
to conform to the assumed input spectrum. This “obliging” nature of the data which can actually
cause artificial amplification of a line feature in the photon spectrum, has raised doubts about many
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of the reported features''. However, a number.of these features also appear in the raw count spectra
and some of the reported lines, especially the strong feature appearing in the spectrum of the Mar.
5, 1979 burst, are statistically significant.

The second problem is that other instruments, notably the Gamma-Ray Spectrometer on the
Solar Maximum Mission (SMM), did not detect line features in any of their GRB spectral?, including
several of the same bursts showing emission features in the KONUS spectra. A possible resolution to
this discrepancy is that the various detectors integrate over different time intervals to obtain burst
spectra. If the lines are in fact time variable, then a detector with a shorter integration time could
detect a line which would be averaged out over longer times. Actually, the emission features do
appear to be variable over very short timescales. The SIGNE detector!® reported an annihilation
“flash” as short as their time resolution of 250 ms in the same burst from which SMM reported no
line feature in a 16 s integration.

To summarize, there is convincing evidence from several instruments for annihilation lines in
GRB spectra with the following general properties: 1) All of the reported features have redshifts in
the range AE/E ~ 0.2 — 0.5, which are consistent with the softer neutron star equations of state!*.
This implies that positrons annihilate near a neutron star surface and probably in a strong magnetic
field. 2) In most cases, the lines are so narrow (< 250 keV) that the required pair temperatures are
much lower than the continuum temperatures!®. In other cases, the features can be fit with broad
line profiles (~ 0.5 — 1 MeV) which may contribute significantly to the continuum above the line!®.
3) The energy in the line represents typically around 10% and up to as much as 30% of the burst
energy. 4) The annihilation features appear to be variable on timescales short compared to the total
burst duration and are strongest near the peak of the burst.

POSITRON PRODUCTION AND ANNIHILATION PHYSICS

If the annihilation lines in GRBs originate at the neutron star surface, the theory of their formation
must include the effects of the strong magnetic field on the physics of positron production and
annihilation. Magnetic fields affect physical processes in several fundamental ways. Momentum
perpendicular to the field direction is quantized, so that electrons and positrons must occupy discrete
Landau states with energy

E, = (m* + p* + 2nm?B')!/? (1)
where n =1+ 2(s+1) = 0,1,2,... with 1 = 0,1,2,.... Particles may have either spin-up (s = 1)
or spin-down (s = —1) along the field direction, except in the ground state n = 0, where only the

spin-down state is allowed. The momentum component parallel to the field, p, is continuous and
B' = B/ B, is the magnetic field in units of the critical field, Bo, = m2c®/eh = 4.414 x 103 Gauss,
in which the cyclotron energy equals the electron rest mass. Transverse momentum is not strictly
conserved in interactions, because the magnetic field can absorb or supply momentum (parallel
momentum and total energy are strictly conserved). Thus, a number of first order processes are
allowed that are forbidden in free space. Among these are cyclotron radiation and absorption,
familiar as classical electromagnetic processes in weak fields, as well as one-photon pair production
and annihilation, which become important only in strong fields approaching B;. In very strong
fields, processes depend on the spin of the electrons and positrons, with the most important effect
being the suppression of spin-flip channels.
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In addition to the possibility of first-order processes, second-order processes may be strongly
influenced by all of the above effects in a strong magnetic field. Therefore, the behavior of the cross
sections for two-photon pair production and annihilation in the presence of a field must also be
understood in order to correctly model GRB annihilation lines.

Positron Production Processes

Pair production is probably the most important positron production process in GRBs and in
a strong magnetic field, pairs can be produced by one photon as well as by two photons. The
attenuation rate for conversion of a single photon into an electron-positron pair in the presence of an
external magnetic field (also referred to as magnetic pair production) was first calculated in the early
fifties!"!8, but since this process is not possibly observable in laboratory fields, it did not receive
much attention until the discovery of pulsars in the late sixties. In both processes, the electron
and positron can be produced only in the discrete Landau states which are kinematically available.
When the photon energy is near threshold, there may only be one or two of these states, and the
cross sections will be resonant at each of the pair state thresholds.

Figure 4 shows the attenuation coefficient for one-photon pair production as a function of photon
energy for 6 = 90°, where @ is the angle of the photon direction with respect to the magnetic field.
The threshold for producing a pair in the ground state is 2m/ sin §. Although this resonance structure
is important very near threshold, the increasing density of resonances with photon energy allows the
use of a more convenient asymptotic expression when the number of available pair states becomes
large (~ 10%). In this limit, the polarization-averaged attenuation coefficient for a photon of energy
E, is%:

0.23%3,811’166)(}')(—3—4\:) x <<1
Ry = l (2)
0.6y~1/3 x>>1

where Y = (E,/2m)B’sinf, a is the fine structure constant and X is the electron Compton wave-
length. The probability of one-photon pair production thus rises exponentially with increasing pho-
ton energy and transverse field strength. This strong angular dependence has important conse-
quences for photon transport in GRB models. A quick rule-of-thumb is that magnetic pair pro-
duction will be important when the argument of the exponential in Eqn (2) approaches unity, or
when (E,/2m)B’sin@ > 0.1. Consequently, near-threshold pair production becomes important when
B ~ 4 x 10! Gauss, so that in neutron star fields Eqn (2) must be corrected for threshold effects'®.

The two-photon pair production cross section in a strong magnetic field also has resonances near
threshold due to the discreteness of the pair states®’. The threshold depends on photon polarization
direction with respect the field, with the lowest threshold condition taking the form?%:

(Eysin 6y + Eysin8,)? + 2E, E,[1 — cos(f; — 0,)] > 4m?, (3)

where E, and E, refer to the energies of the photons and §; and 6 are their angles with respect
to the field. The second term is the same as the free-space threshold condition and the first term
appears as a result of nonconservation of perpendicular momentum. Thus it is possible for photons
traveling parallel to each other (6, = 0, # 0°) to produce a pair, an event not permitted in free
space.
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Because of the high photon densities and magnetic fields expected in. GRB emission regions, one-
photon and two-photon pair production will compete, and both will dominate over other positron
production processes (e.g. radioactive decay). Figure 5 shows that in the case of a thermal syn-
chrotron spectrum of photons with a density consistent with a GRB luminosity of 103 ergs~!, the
one-photon process will generally dominate in magnetic fields above &~ 10'? Gauss. It is probable
then that, unless GRBs are more distant than 1 kpc, positrons will be created by one-photon pair
production.

Positron Annihilation Processes

In a strong magnetic field, positrons may annihilate into one or two photons through the inverse
of the pair production processes discussed above. Virtually all pairs annihilate directly rather than
forming positronium at the temperatures and densities expected in GRB sources. Furthermore,
because the synchrotron emission rates in fields & 10'> Gauss (~ 10'®s™!) are much larger than either
collisional or annihilation rates, pairs are expected to cool to the ground state before annihilating.

One-photon annihilation from the ground state results in a line at 2m, broadened asymmetrically
by the parallel momenta of the pairs (cf. Figure 6). Unlike two-photon annihilation, Doppler broad-
ening results only in a blueshift here, because the photon must take all of the kinetic energy of the
pair in addition to the rest mass. The annihilation photons are emitted in a fan beam transverse
to the field, which is broadened if the pairs have nonzero parallel momenta. Pairs annihilating from
excited states would produce additional lines above 1 MeV which at high energies blend together
into a continuum?®!. Figure 7 shows the one-photon and two-photon annihilation rates for pairs at
rest in the ground Landau state. The one-photon rate increases exponentially with field strength,
becoming comparable to the two-photon rate at around 10'®> Gauss. The two-photon rate begins to
decrease below the free-space rate at this same field strength, due to the smaller phase space of final
pair states.

‘Two-photon annihilation results in a line at 511 keV as in free space, but the relaxation of trans-
verse momentum conservation causes an additional broadening of the line at higher field strengths.
For the case of annihilation of pairs at rest, the line is broadened by roughly AE ~ 4(B/102 G) keV
for emission parallel to B and AE ~ 54(B/10'2G)/?sin 0 keV, (sinf# > B’/2) for emission at angle
0 to B (Ref. 22). In fact, there is an increasing tendency in very high fields for one of the photons
to be produced with almost all of the pair energy, so that two-photon annihilation behaves more like
one-photon annihilation. Widths of observed two-photon annihilation lines could in principle put
limits on the magnetic field strength in GRBs. However, the widths of even the narrowest emission
features observed in GRB spectra are too large (probably due to thermal broadening) to seriously
constrain the magnetic fields by the above relations. The angular distribution of the photons from
annihilation at rest also becomes more anisotropic with increasing field strength, with the peak of
emission perpendicular to B, again similar to one-photon annihilation.

NON-THERMAL PAIR ANNIHILATION MODEL

Given the evidence for annihilation line emission in observed GRB spectra, it seems natural to
investigate under what conditions we would theoretically expect such line emission to be observable
from a strongly magnetized neutron star. Thermal emission models (ie. bremsstrahlung or thermal
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synchrotron) originally provided good fits to the early GRB continuum spectra. However, when the
SMM detector obtained a number of GRB spectra showing hard power-law emission extending well
above 1 MeV (Ref. 25), thermal models were questioned. A number of theoretical problems have
also caused thermal models to fall out of favor: the inconsistency of annihilation line widths with
continuum “temperatures” mentioned earlier, the difficulty of maintaining a thermal distribution of
radiating particles in a strong magnetic field, and studies indicating that thermal pair-equilibrium
plasmas do not yield observable annihilation features?®?”. Thus, nonthermal emission models for
GRBs seem more attractive.

The question of whether nonthermal injection of energetic electrons into a strong magnetic field
can result in observable annihilation lines through the production of a dense electron-positron pair
plasma is currently being investigated?®. The photon emission spectrum is calculated by means of
a Monte Carlo simulation. Figure 8 shows schematically the different processes involved in such
a calculation. Electrons are injected with an assumed distribution of energy and pitch angle into
a homogeneous, strong field. The polar angle, energy and spin of the injected electron determine
its initial Landau state, characterized by (n,s,p). Since synchrotron radiation rates are very high,
the electron quickly cascades down a series of Landau states to the ground state. Spin-dependent,
quantum synchrotron transition rates, interpolated from tables, are used to determine the series
of radiative transitions. The synchrotron photons above magnetic pair production threshold may
create pairs in excited states. These particles are treated the same as the injected electrons and their
synchrotron photons contribute both to the observed spectrum and to the production of additional
pairs. As injection continues, particles accumulate in the ground state and either annihilate or escape.
The free-space two-photon annihilation rate (valid as long as B < 10" G) is calculated from the
annihilation cross section averaged over the ground state distribution. The differential cross section
is used to determine the angle of one of the annihilation photons with respect to the field direction.
The angle of the second photon and both photon energies follow from three-dimensional kinematics.

To obtain self-consistent electron and positron distribution functions in the ground state, the
lifetime of each annihilating or escaping particle is used to calculate the density in the momentum bin
of the particle. The newly calculated density replaces the current density value for that momentum
and the process is repeated until convergence of the entire spectrum of particles is achieved. Compton
scattering of pairs in the ground state with synchrotron photons prior to annihilation or escape may
also be important in determining the steady-state particle spectrum, but is not yet included in the
calculation.

Examples of the steady-state photon and pair spectra resulting from simulations with varying
input parameters are shown in Figures 9 - 11. Each figure represents a large number (~ 30,000) of
injected primary electrons and the photon distributions are differential spectra per primary. In each
spectrum, photons from primary synchrotron emission (light solid line), pair synchrotron emission
(dot-dashed line) and annihilation radiation (dashed line) are shown separately. The heavy solid line
is the sum of the three contributions to the total spectrum. Self-consistent pair density distributions
included with each spectrum are normalized to a density, n, = (g,/orc)'/?, where ¢, is the rate of
injection per second per unit volume of primary electrons and o7 is the Thomson cross section. In
the case of monoenergetic injection of electrons with energy E,, g, is related to the total luminosity
L and source size R by g, = L/(E,R*). In the simulations shown in Figs. 9 - 11, the value of R

determines the relative importance of escape and annihilation and was assumed to be 10% cm.
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Fig. 9 - (Top) Angle-averaged photon number spectra for isotropic, monoenergetic injection in
a 0.1 B field. The light solid line is the synchrotron emission from primaries only, the dot-dashed
line is synchrotron emission from created pairs, the dashed line is annihilation radiation and the
dark solid line is the total spectrum. (Bottom) Self-consistent pair density distribution functions vs.
energy for the same case as above. The light solid line corresponds to the electrons and the dark
solid line corresponds to the positrons. The arrow indicates the point which divides the electrons
that annihilate (to the left) from those that escape (to the right) (From Ref. 28).
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As can be seen from these examples, an annihilation feature is visible above the continuum for a
variety of parameters. Figure 9 shows the steady-state photon and pair spectra which result from a
monoenergetic, isotropic injection of unpolarized primary electrons. The continuum spectra display
the -3/2 power law shape of synchrotron cooling emission above the cyclotron energy E, = mB’, with
cutoffs above 1 MeV due to pair production. Harmonic structure due to transitions between very
high, closely-spaced Landau states can be seen at the low energy end of the spectra. Synchrotron
cooling emission from the pairs produced in excited states contributes most strongly around the
cyclotron energy, because more pairs are produced in lower Landau states. The annihilation lines
are roughly symmetric about the 511 keV peak (gravitational redshift has not been included), with
power-law wings. Annihilation photons also undergo pair production attenuation, but since most of
these photons are beamed along field lines, the threshold lies well above 1 MeV. As the field strength
increases, so does the width of the annihilation line for a given injection energy. The widths of the
lines range from a few hundred keV to roughly 1 MeV. At a given field strength, increasing the
injection energy increases the strength of the annihilation feature.

The steady-state pair distributions have a power law shape at high energies with steep increase
in density near rest. Since only electrons are being injected in these simulations and positrons come
only from pair production, some of the electrons must escape rather than annihilating. The arrows
mark the energy above which most electrons escape. The steepening of the pair spectra at low
energies are thus caused by the energy dependence of the annihilation rate. As the magnetic field
strength increases, the higher pair production rates cause the positron spectra to approach that of
the electrons, both in shape and amplitude.

In these simulations, the annihilation features are fairly narrow. Synchrotron radiation cools
primarily transverse to the field, but the pairs still have sufficient parallel momenta in the ground state
to produce much broader annihilation lines. However, when the annihilation rate is compared with
the escape rate for electrons as a function of energy, one sees that annihilation occurs preferentially
near rest, with the rate dropping very fast with increasing parallel momentum. Therefore, the lines
are narrow when the higher energy electrons escape and do not contribute to the Doppler broadening
of the annihilation. This situation occurs when the average number of pairs produced per primary
is less than unity (i.e. the plasma is not pair dominated).

Beamed injection of primaries in a cone along the magnetic field or in a fan beam across the
field has also been investigated. The cone beam results in a decrease of pair production and the fan
beam in an increase in pair production over isotropic injection. Cone-beamed injection (Figure 10)
produces pair distributions not only with lower density but having peaks above rest energy, causing
the annihilation feature to be considerably weaker. On the other hand, fan-beamed injection (Figure
11) produces exceptionally strong, narrow annihilation features, not only because of the increase in
pairs, but because of the steepening of the steady-state pair spectra (i.e. more pairs can annihilate
near rest). The continuum spectra in these cases have very sharp pair production cutoffs at 1 MeV.

From the results of these simulations, observable annihilation lines can result from steady-state,
nonthermal injection of electrons in a strong magnetic field. It requires field strengths of at least
B’ ~ .05, injection energy of at least 5 MeV and a large fraction of primaries with high transverse
momentum. The escape of higher energy electrons along the magnetic field is important and can
result in narrow annihilation lines. The simultaneous production of strong, narrow annihilation
features and hard power-law emission above 1 MeV seems to be difficult in this model. However,
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time variability of both the line and high-energy continuum could arise from changes in either the
energy or the angular distribution of the injected electrons.

SUMMARY

Although the models for pair annihilation in GRBs are now including more of the physics of
high magnetic fields, they are still in a fairly primitive state of sophistication. Inhomogeneity and
spatial dependence have not been considered; and the inclusion of additional processes such as two-
photon pair production and Compton scattering introduce new levels of complexity in the simulation
codes. For example, the resonant nature of Compton scattering in a strong magnetic field is difficult
to include in full detail, though the essential physics may be possible to include approximately.
Nevertheless, the results of even the simplest models are beginning to identify the conditions under
which observable pair annihilation can occur.

The experimental situation is expected to improve in the near future with the launch of new
instruments on the Gamma-Ray Observatory. The Burst and Transient Source Experiment (BATSE)
will have unprecedented sensitivity for performing spectral observations and temporal variability
studies of GRBs. With time resolution as short as 10us, BATSE will be able to study the time
variability of annihilation features during a burst and make a 5o detection of a line feature with 20%
equivalent width from a strong burst in less than a second®®. Most importantly, the issue of whether
positron annihilation is actually occuring in GRBs may finally be resolved.
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ANNIHILATION PHYSICS OF EXOTIC GALACTIC DARK MATTER PARTICLES
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Laboratory for High Energy Astrophysics
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Greenbelt, MD 20771, U.S.A.

ABSTRACT

Various theoretical arguments make exotic heavy neutral weakly interacting
fermions, particlularly those predicted by supersymmetry theory, attractive
candidates for making up the large amount of unseen gravitating mass in galactic
halos. Such particles can annihilate with each other, producing secondary particles
of cosmic-ray energies, among which are antiprotons, positrons, neutrinos and vy-
rays. Spectra and fluxes of these annihilation products can be calculated, partly
by making use of e*e™ collider data and QCD models of particle production derived
therefrom. These spectra may provide detectable signatures of exotic particle

remnants of the big bang.

INTRODUCTION

1 Astronomers have learned that there is much more to the universe than meets the
eyet. The discovery that the rotation curves of spiral galaxies are quite flat to
radii as far out as can be observed indicates the presence of dark matter comprising
most of the mass in galactic halos and which could also dominate the mass of the
universez. This dark matter is most likely of non-baryonic form=. It may be made
up of exotic new particles, perhaps such as those predicted by supersymmetrx
theory. The large body OE literature on various aspects of the dark matter problem
and dark matter detection” have recently been reviewed.

Possible candidates for dark matter are exotic, stable, weakly interacting
particles, which we hereafter call x particles. Among these, the "neutralinos”
predicted by supersymmetry theory should be 13ft over as relics of the early big-
bang in cosmologically significant densitiesﬁ’ . Such particles can annihilate to
produce baryons of cosmic-ray energies as well as other familiar particles whose
decays will produce cosmic-ray leptons (electrons, positrons and neutrinos) and also
cosmic y-rays. The fluxes and energy spectra of these "ordinary particles”
resulting from the annihilation of various x particles can be calculated. The
annihilation process will produce a characteristic high energy cutoff in these
spectra at the gest mass energy of the x particle, typically ~5 to ~30 GeV. The
Lgnd Monte Cerp simulation technique used by particle physicists in comparing wigh
?3e' collider data provides a powerful tool for predicting xx annihilation spectra’”

, since the process of quark-antiquark pair production is involved in both
cases. We will present and discuss detailed energy spectra from the annihilation of
x particles in the Galaxy and show how the features of these spectra may help lead
to indirect evidence of exotic dark matter particles.

The lightest of the neutral supersymmetric particles, designated the LSP, would
be stable by virtue of a new natural conservation law called R-parity conservation,
since it is the lightest state with odd R-parity. The mass eigenstate "neutralino"
can be a pure state, but is more generally a superposition of the "higgsino" (h),
"photino" (y) and "zino", which are mixed by gauge and supersymmetry breaking.
There is also the possibility that the x particle could be a heavy Dirac neutrino.
However, unlike the case with the LSP, there is no natural way of forbidding the
decay of a "conventional" heavy neutrino. There is also experimental evidence
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against dark matter heavy Dirac neutrinos. 14

DARK MATTER ANNIHILATION

The basic physical processes involved in the yx annihilation process are
portrayed schematically in Fig 1. In the first stage of the annihilation (Stage "a"
in Fig. 1), x particles annihilate via a propagator a (e.g., a scalar fermion in the
case of photinos and a 7 particle in the case of higgsinos). These supersymmetric
neutralinos are Majorana fermions, i.e., they are self annihilating. Then, (b) the
annihilation usually produces a quark antiquark pair (xx + qg ). This is followed
by (c) a cascade of the quarks down to the mass shell by successive gluon emission,
producing a quark-gluon shower and (d) conversion of the shower gluons into other
quark antiquark pairs which (e) produce hadrons, followed by (f) the decay of the
unstable hadrons. The hadronic showers carry the momentum of the original gquark
pair and so come out as two collimated "jets". Sometimes a hard gluon is also
emitted in the process xx » qqg , which results in three jets. (More rarely two or
more gluons can be produced.) The quark cascading and fragmentation processes must
be described by quantum chromodynamics (QCD) models. The Lund simulation is based
on a string fragmentation model of QCD interactions, with parameters determined from
the ete™ collider data. However, it enables one to take account of the different
fragmentation effects associated with various quark species. It thus provides a
framework for extrapolating from e’e” collider data to determine xx annihilation
spectra from differing mixtures of final state quark jets.

Simulation of a xx annihilation begins by selecting a fermion-antifermion final
state according to the branching ratios (B.R.) appropriate for a given type of
particle which depend on the pas (mf) and charge (Qf) of the fermion (quaEk or
lepton} involved (B.R. - BeMe=Q for photino (y) annihilation; B.R. ~ g me< for
higgsino and Majorana neutrino (vM) annihilations (Ref. 15, hereafter ca]]eJ:RS).

- a —><b—>—<—C—><—d~><—e__>4 f

Fig. 1. Schematic diagram of the physics of yx particle annihilation with the
various stages of the secondary particle production described in the text.
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ANTIPROTON PRODUCTION

The energy spectrum of cosmic-ray anti%rotons from photino annihilation was
first calculated by Stecker, Rudaz and Walsh'° (SRW), using p data obtained in ete”
collider experiments. They deduced from their results the fascinating possibility
of explaining the entire observed spectrum of cosmic-ray p's as arising from the
annihilation of 15 GeV yx particles. RS extended the spectral calculations to
antiprotons, y-rays and positrons, considering photinos, higgsinos and Majorana
neutrinos as dark matter.11Using the basic approach and formalism first given by SRW
and RS, Stecker and Tylka - (ST1) extended the study of the antiproton spectrum with
Lund Monte Carlo simulations, also taking acggpq% of recent upper 1imits on the low
energy (< 0.5 GeV) cosmic-ray antiproton flux™">"".

SRW and RS argued that the spectra of antiprotons and y-rays would be quite
similar to those observed for these products in e’e” collider experiments, owing to
the universality of quark jet hadronization. However, ete™ annihilations produce a
different mixture of heavy and 1light quark Jjets than that from xx annihilations
(e.g., higgsino annihilation produces final states with a very rich mixture of b
quark jets). Collider data show that b and c quark jets carry off only 80% and 60%
of the cms energy respectively. Thus, the results presented by SRW and RS should be
considered to be a strict upper 1limit to the hardness of the xx annihilation
spectra.

As expected, the Lund simulation gives a significantly softer spectrum for
final states weighted by heavy quark channels than that observed in e'e”
experiments. Fig. 2 shows the inclusive antiproton production function in terms of
the scaling variable x = E/M_ for higgsinos {and Majorana neutrinos) or photinos of
mass M. obtained from the Ldnd simu1at1’on.1 E and 8 are the total p energy and
ve]ocigy respectively. It should be noted that the cases of generic higgsinos and
Majorana neutrinos of equal mass give identical results, as discussed by RS. Note
that for x annihilations at rest the cms energy is ZMX.

1
10 E e ' T T Fig. 2. Antiproton  production
Foo Ty ] spectra. Collider data are shown and
Lo ] compared with Lund prediction for
100 ete™ annihilation (solid curve).
Lund predictions for 15 GeV hh

(middle dashed curve) and yy (lower
dashed curve) annihilation are also
shown. The crosses show the Lund
data points.
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multiplied by a factor of 0.5. STl fit the results from the Lund Monte Carlo runs
to simple analytic functions of the form

e5F(x)/8 = (1/80) (do/dx) = A exp(-ax) + B(1-x)®/x (1)

where ¢- is the number of p's per annihilation and f(x) normalized so that its
integraP is 1. This functional form reproduces the exponential dependence of the
spectrum on x for low values of x. The second term dominates for x > 0.15 and goes
smoothly to 0 at x = 1. The following source function fits to the parameter sets
(A,a,B,8) in eq. (1) were found: (a) For the ee™ collider simulation, (82, 46,
0.21, 2.13), (b) for 15 GeV higgsinos or Majorana neutrinos, (148, 50, 0.34, 4.39),
and for 15 GeV photinos, (101, 50, 0.20, 3.99).

Photinos produce only -~2/3 as many antiprotons as generic higgsinos or Majorana
neutrinos (0.2 per annihilation as opposed to 0.3). Much of this difference is due
to the t production channel, which is unimportant in higgsino annihilation but which
accounts for 56% of photino annihilations and produces no baryons. (It should be
noted that baryon-antibaryon production through quark jets is not as well understood
as meson production (see discussion in ST1 and references therein.))

The production rate of antiprotons from yx annihilation in the halo is

2
Q5(E) = ni<a v>,Fo(E) (2)

where f- (E) = dN-/dE, normalized to the number of antiprotons per annihilation.
For ePamp]e, h the case of R's, the annihilation cross-section <ov>A is
overwhelmingly dominated by the contributions of t leptons and ¢ and b quarks in the

final state and is

G
2 2 2 -26 3.-1
<o V= g ( m_ o+ 3mC + 3mb ) = 1.3 x 10 cm™s . (3)

The antiprotons come from the hadronic c¢ and bb final states, but these
account for a fraction s, ~ 30/31 =~ 1 of the total. The ratio of p yields from

photino and generic higgs%%o annihilation is

Y h Y h -2 4
Qg / QE = [5g<c;v>A/6h<oﬁv>A] = 9.4 x 10 (mw/ma) < 0.1 (4)
where my, = 81 GeV is the W boson mass and ma is the mass of the squark (scalar

quark) that mediates the y annihilation (RS).
The interstellar antiproton spectrum is of the form (from eq.(1))

I(E) = (4n)_l(pi/Mi)<oAv>XcT82{Aexp[—aE/MX] + BN [1-(E/M )] "/E) (5)

where p s the mass density of dark matter and : is the effective residence time of
cosmic-Fay antiprotons in the Galaxy. As pointed out by SRW and RS, eq. (5) for the
interstellar spectrum must be modulated to take account of the effects of the solar
wind on the spectrum observed at Earth. To do this, STl used a numerical
integration of the spherically symmetric solution of the Fokker-Planck equation.
Fig. 3 shows the resultant p/p ratio as a function of energy for higgsino and
photino annihilation as compared with the present antiproton data, the calculated
spectrum of antiprotons from cosmic-ray collisions and the possible spectrum of
extragalaiEic' primary antiprotons 1in the baryon symmetric cosmology, also
modulated”*(ST1). For the higgsino case, the results are shown for both solar
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Fig. 3. The ratio p/p as a function of kinetic energy given tor the different
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max imum and3so1ar minimum. The annihilation spectra are ﬁﬂ?wn ;orlr = 108 y and p =
0.3 GeV cm >. For generic higgsinos, <o,v> = 1.26 X 10777 cm”s™ . In th phgtiTo
case, ST took a minimal squark mass of @0 Bev, giving <ov> = 0.22 x 107°" cm’s ~.
It isléﬂﬁfr from the figure that fluxes which are consistent with the upper
Timits ™ on the low energy antiprotons cannot account for the reported fluxes of
antiprotons in the energy range around 10 GeV.

These resu1§s can be used to test for %qnstraints on7x particles. The residence
time 5o js ~10° y for halo propagation and -~2x10° y for iszapropagation
models©-. Studies of cosmic-ray electrons and fecondary nuclei<”? appear, to
indicate that t cannot be too much less than 2x10° y or too mugh ggre than 10% y.
The density o is probably in the range -0.2 to ~0.4 GeV cm - The generic
higgsino valueXfor the cross section from eq. (3) is probably an upper 1imit to what
one would expect for a x annihilation cross section and significant values for the x
masses lie in the range of ~5 to ~30 GeV (RS). For photinos the_cross sections can
be much smaller than for higgsinos (see eq. (4)). Thus, rg = 10 (E/p)zqis at most
~10 (for 15 generic GeV higgsinos) but can easily be as low as ~4x107<gv> << 1.
The experimental upper limit rg < 3.5 is consistent with an acceptable range of
astrophysical parameters for "all x particles of interest. The relevant
supersymmetric parameters can be adjusted to give cosmological densities of interest
for values of M_ between -5 and ~30 GeV. Generic higgsinos or Majorana neutrinos
with M_ = 15 Ge¥ will give @ hf, = 0.2. =~ It is possible to generalize the values
for th® vacuum expecta}ion v51685 of the Higgs fields (see eq. (3) of RS) if one
wishes to obtain @ h5 =1 (the 1nf1%tion cosmology prediction) with 15 GeV
higgsinos. Note thJi She requires @ h5 of at least ~0.1 to obtain dark matter
halos. (As usual, o is the fraction of E%? critica] density in x particles and h50
js the Hubble constant in units of 50 km s™~ Mpc™ _.

The present upper limits on low energy p's do not constrain dark matter
models. However, with the possible range of values for rg given above, it is
possible to hunt for evidence of x's with low energy p experiments, perhaps at a
leve] not too far below the present limits. Upper limits on the order of rg < 0.1
would place significant constraints on dark matter models.
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THE COSMIC-RAY NEUTRINO SPECTRUM FROM yyx ANNIHILATION

There are four main sources of neutrinos and positrons from yyx annihilation to
consider, viz., first generation prompt leptons, second generation prompt leptons
and charged = and K meson decay leptons (RS). Charmed and bottom quarks and <
leptons are efficient sources of prompt, high energy leptons and antileptons from
their weak decays. E.g., for neutrino-positron production, the relevant decay
chains are as follows (W* is a virtual W boson):

T+ > ; + W+*

T
b>cC+WH* (6)
and ¢ » s + w**

with Wh* decaying to 2y , where ot= et or u+ (for b decays, 2 = t is considerably
suppressed by phase spac% and will be neglected here). B.R.'s for these decays are
18% for t and 13% for both b and c. Leptons also come from second generation prompt
processes given by the decay chains tsu+e, c+u+e, bsu+e and b-sc-e. The B.R. for
the first chain is 18%; that of the last three is 13%.

The neutrino flux from the decay of = mesons, produced in heavy fermion
annihilations can be determined by using the e'e collider data. Within
experimpental error, the data for the pion production spectrum
from e'e  annihilations with cms energies above 14 GeV can be fitted to a single
spectral function having the form (RS).

s F(E) =8 (116 e 135 4+ 1,35 ¢70-96F ) eyl (7)
where, 8 = [1-(m_/M )2x211/2 . is the pion multiplicity per annihilation. The
Tow energy pion-8ecdy neutrinos, which peak at ~35 MeV, can be calculated using the
well-known kinematical formulae. At energies >> 35 MeV, the n-decay neutrino
spectrum may be approximated by qpting that two pairs of v , v and one pair of
v_, v_ are produced for each e', e pair produced in thé anHihilations. A1l of
tﬁeseeleptons take about 1/4 each of the pion energy. It follows from eq. (7) that

2
Ay (Bher _ MR (5.q¢™1-84E

Iy (B) = =7 e ). (8)

The muon neutrinos from kaon decay have a harder spectrum than the pion-decay
component so that it gives a significant contribution to the neutrino spectrum at
about 2 GeV. The kaon-decay neutrino spectrum as a function of v energy can be
approximated by the expression H

2
n <gv>,Ct
A -0.76E
Ly (B) = X (0.73e ) (9)

The energies of all T1ight leptons produced in each of the other processes
respectively are similar. Neutrino spectra of ve's (Ge's) and v 's (v 's) may be
calculated from the expression H s

I(EV) = Q(Ev)<1>/4n (10)
with <¢> being the mean-path-length of the annihilation region (e.q. through the
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galactic halo). The integral spectra for M_ = 15 GeV are shown in Fig. 4 for a
galactic center source. These sggctra are ndrmalized to the upper limit on the y-
ray flux from the galactic center

could be from xx annihilation. : o
The differential v_ production spectrum has been calculated for 15 GeV

higgsinos (or Majorana n 9trinos) using a Lund model Monte Carlo program with the
results given in Fig. 5. These results give a spectral shape which agrees well
with the spectrum obtained from the analytic calculations given in Fig. 4.
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Fig. 4. The integral neutrino spectra from the galactic center normalized to the y-
ray upper 1imit as discussed in the text. -

ANNIHILATION POSITRONS

The positron source spectrum is similar to that for neutrinos. However, the cosmic-
ray positron spectrum is changed in propagating to Earth (RS) because of of energy
degredation of the positrons by Compton scattering and synchrotron radiation. A
detailed discussion of this is given by Rudaz and Stecker (RS). The upper limits on
the low energy p's imply that positrons from xx annihilation will have a flux which
is expected to be significantly below that produced by cosmic ray intfgactions
(ST1). This- spectrum has been calculated using the Lund program by Tylka™~ and is
shown in Fig. 6. This result is generally in good agreement with the spectral shape
calculated semi-analytically by RS. However, the magnitude of the flux has been
normalized taking account of the upper 1limits on low energy p's so that it is
considerably smaller than that of RS, as well as the cosmic-ray induced flux.

THE FLUX AND SPECTRUM OF NEUTRINOS FROM SOLAR CAPTURE AND ANNIHILATION

Galactic x particles can be captured by the gravitational field of the sun?8
and come together in the solar interior to annihilate, with the resulting f1%ﬁ)of
solar neutrinos potentially obervable by neutrino detectors on the Earth. Tgs
spectrum of solar annihilation neutrinos, which has been discussed by many authors
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will be significantly different from the one shown in Fig. 4, owing to the fact that
muons and ='s stop or interact in the solar interior before they decay. The
resulting loss of v flux or energy eliminates the = and K meson decay components and
most of the second generation components from the observable spectrum. Calculations
with the Lund model give a softer spectrum than most of thosegfeﬁnd previously,
lowering the expected solar neutrino event rate by a factor of ~3.7?

Galactic x particles are captured and trapped by the Sun at a rate

_ 1/2
ry,. = (31/2)

where fs is the probab§§i§¥ that a x particle loses enough energy by elastic
scattering to be captured“®°~*. Although lower mass x particles can evaporate from
the Sun before annihilating, those of mass > 5 GeV, with which we are concerned,
will not evaporate. Then, in equilibrium, the annihilation rate will be equal to
half of the trapping rate and the neutrino flux at Earth will be given by

n
(26MRy) T fo. (11)

1(E,) = (r, /2)(4nd") e F(E ) (12)

where d = 1 A.U. = 1.5 x 1013cm. 1
For typical dark matter halo parameters n, = O.4/MX(GeV) and v = 300 km s™°,

the trapping rate is

; 1065[MX(GeV)1’lo (cm) L. (13)

r
Px+Px

tr

For higgsinos and Majq&@n% neutrinos, the elastic scattering cCross §8cti?n in
eq. (13), is o = 1.5 x 107 "cm". Taking M_ = 15 GeV, we find r, = 10°7 s7* and
the neutrino flux from solar xx annihilation will be

100 (e ) = 2 x 107 F(E). (14)
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Fig. 7. The differential electron neutrino production function from 15 GeV xx
annihilation in thez§o1ar interior. The curve marked LMC is from the Lund Monte

Carlo calculations.
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The total neutrino production function ¢ f(E ) relevant to eq. (14) is shown
in Fig. 7. Fig. 7 shows both the first generation prompt (P1) approximation,
similar_to used in Refs. 32 and 33 and that obtained using the Lund Monte Carlo
program2 » which gives a softer spectrum. Given the fluxes calculated using eq.
(14), the event rate observed in a neutrino detector will be given by

Tay = My J E Vor o (E) [o (E )T (E ) + oo(E-)I(ES)] (15)

where V is the effective detection volume, equal to the detector volume itself
for the Contained events from lower energy neutrinos (typically 0.5 to 2 Ge¥3 and is
proportional to E_for through going detector events of higher energy-~. The
neutrino-nucleon coss sections o and o- are Tinearly dependent on energy. Using
eqs. (14) and (15), we can estimate the “ratio of solar annihilation to atmgapheric
events for the IMB neutrino detector, following the discussion of Ng, et al.”™. For

contained events, this ratio is just

2 (x) 2 ATM
R. = (4n/9,) [[ dE E INX(E)Y] / [ dE E I (E) = 0.03 (16)
C B8’C v v
0.5 0.5
where . is the solid angle around the Sun, determined by the detector resolution,
while fgk through going events it is

M -
Ry = (4n/9g); [g X de €2 100 ()] 4 [g e 2 MM e)1 -1 (17

using the production function from the Lund model. Fi%. 8 shows this production
function along with the P1 approximation and a typical E7° atmospheric spectrum (all
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Fig. 8. Relative event rate predictions as a function of eBsrgy for solar dark
matter annihilation and typical atmospheric neutrino fluxes 3 Curve Pl ggd LMC
are as in Fig. 6, The atmospheric spectrum is typically an E~ power law>~.
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weighted by E2 as relevant to the throughgoing event rate,). This figure
illustrates (1) that the event rate is overestimated by a factor of ~3 by the simple
first generation approximation, and (2) that the best "window" for observing solar

annihilation neutrinos is the 2-10 GeV energy range.

ANNTHILATION GAMMA RADIATION

The spectrum of y-ray background radiation from xx annihilation in the halo may
be calculated by noting that the continuum flux is overwhelmingly due to the decay
of neutral pions produced in the xx annihilations. One can then m use of the

pion production spectrum (7) in order to determine the y-ray spectrum. 37
The y-ray spectrum resulting from the decay of the neutral pions is given by
Mx
_ 2 2,-172
¢ F(E) = 2f dE_ (EC- m)"" "¢ F(E ) (18)
EQ(EY)
where £ (E ) = E + mo/4E_ and ¢_ is the y-ray multiplicity. .

A ford exac¥ callula¥ion ca¥ be made again using the Lund Monte Carlo program
(ST2). For x particles below the b quark threshhold (M, = 5 GeV), ~90% of the
resulting y-rays are from = decay. The remaining 10% com& from the decay of other
For larger mass x particles, a component from B* meson decay produces a

hadrons.
distinctively hard spectral signature in the ~0.1 GeV energy range. This channel is
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9. Gamma-ray spectral production functions for photino (open circles) and
higgsino (closed circes) annihilation. The dashed longer curves show the pion
decay component only. The 15 GeV plot shows the B* decay component

from hh annihilation separately.
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especially important for h's which annihilate into a bb pair -85% of the time. In
this case, y-ray production occurs ~85% through pion decay, ~8% through B* decay and
~7% through other channels. Since y's have much smaller branching ratios for b
production (~15%), B* decay accounts for only about 2% of the y-ray prodUEEion in
their annihilations. Fig. 9 shows the results obtained by Stecker and Tylka < (ST2)
for y's (closed circles) and h's (or v,'s)(open circles) with masses of 5, 6 and 15
GeV expressed as the quantity ¢ f(E ), where ¢ 1is the average y-ray multiplicity
per gnnihilation and f(E ) is "the' normalized spectral distribution function.
The n -decay component, is 'shown by a dashed line. The most striking feature is the
contribution from B* » B + y decay, particulary for hh annihilation. The decays
B* » B + y produce a y-ray line of energy E*= 51.7 MeV in the B* rest frame. For
isotropic decays, this 1ine transforms to a $quare wave spectryy in the c.m. frame
of the xx annihilation with sharp drops at the cutoff energies®’. For M_= 15 GeV,
the cutoff energies are 281.4 MeV and 9.5 MeV (see Fig 9). X
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Fig. 10. The high latitude galactic y-ray spectrum calculated for various 10 GeV
particle annihilations compared with the extragalactic (EG) diffuse background
and galactic disk radiation (see text).

Fig. 11. The annihilation spectrum from a hypothetical dark matter core at the
galactic center consisting of either 15 GeV y's or h's compared with the y-ray
flux at the galactic center from cosmic ray interactions.
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The high latitude galactic y-ray spectrum from xx annihilation is (RS)

<> 2
HE) = 77 "V annt,f(E)) (19)
~ 1.8 x 10 6<28>p8.3sz<ov>26ch(Ey) cm 25 1sr 1

where <g> js the mean line-of-sight through tge galactic halo in units of 8 kpc,
0.3 is the densit?% in ynifs of 0.3 GeV cm™ >, and the annihilation cross section
is*in units of 107 cms™*. The fluxes at high galactic latitudes from the
annihilation of 10 GeV h's and 10 GeV y's are shown in Fig. 9 for oy 3 = 1 and <g,>
= 1. The generic h cross section is <ov>,c = 1.26. For Y's, 592 took a cros
section corresponding to a lower limit on Q%e squark mass of -~M, = 80 GeV, which
gives <aov>,. = 0.22.

The ahnihilation fluxes are compared in Fig. 10 with an estimate of the mean
diffuse background flux expected from cosmic-ray interactions with interstellar gas
in tQﬁ) ga]q?tff 3§isk at high galactic latitudes (mean total column density of
~4x10 cm™ ) tee0, However, the high Tlatitude interstellar medium 1is very
patchy. Recent high resolution 2lcm measurements, have shown EBat tEere are regions
covering ~1% of the sky with neutral column densities < 0.9x10°" cm” (Ref. 39). 1In
these regions, it may be possible to observe annihilation y—radiaEéogofrom a "naked"
dark matter halo using a high angular resolution y-ray telescope.”™’

There appears to be an extragalactic background of y-radiation ( n%? EG in
Fig. 10) which is softer than the galactic high latitude background®"*>7“.  The
extragalactic flux may exceed the high latitude galactic background for energies
below 0.4 GeV and may be comparable to the galactic component at higher energies
provided that one can extrapolate from the observations. However, some theoretical
models indicate that &?e extragalactic spectrum may steepen significantly above the
observed energy range .

In addition to a y-ray continuum, dark matter annihilation can produce line
radiation in the GeV y-ray region., For photinos of mass greater than 4 GeV and
taking a minimal squark mass, Rudaz?® finds that the line flux in the direction of

the galactic pole will be

-11 2 2 -1
F;;*YY = 1 x 10 pg.3 <*g” (cm®s-sr) (20)
independent of mass, with3the 1ine centered around M_ and having a Dopp]eg width
- could

given by aE /E =8 =10 ". It follows that if an eﬁ%rgy resolution of 107
be obtainedY tKe TiKe-to-continuum ratio in a bin centered around the line would be

Frine/Fq= 0-7 (E /10 cev)1-7. (21)

line’ g
Even with a 1% energy resolution, such lines should be detectable.

It is possible for dark matter x particles to be concentrated in a core at the
galactic center by the drag of grdinary baryonic matter through collapse in the
early stages of galaxy formation®®. Annihilations from such a,source at a distance
r. consisting of x's in a volume VS with mean-square density <px> will give a flux

s
_ 2\-1_2_ -2 2.,-1 '
F(E)) = (4nrg) T <o oM “<ovaVg F(E ) (em®s)™. (22)
Using the isothermal core model of Ipser and Sikivie46, we find

20 2

cm‘S. (23)

For such a core of 15 GeV h's, the y-ray flux is given by

(4nr§)_lvs<p§> - 6.9 x 109 Gev
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Fec(0-15) = 1.5 x 107°  (cn?s-Gev) ™! (24)

with a relatively flat spectrum between 0.1 and 0.2 GeV owing to B* decay. This
spectrum is much harder than the y-ray spectrum from cosmic-ray interactions in the
Galaxy, which acts as a foreground source. Both cosmic-ray (CR) induced and 15 GeV
x annihilation spectra are shown in Fig. 11 for a y-ray telescope with a 10 beam
size. The (CR) spectrum for the inner galaxy has been ca]cH}ated theoretically for
the inner galaxy and agrees well with the observational data Let us consider the
observablity of such a source with the EGRET y-ray telescope to be launched on the
Gamma Ray Observatory (GRO). This telescope has (1) an angular resolution of the
order of 10 in the 0.1-0.2 GeV energy range, (2) an effﬁgt1ve area of ~1500 cm? in
this energy range, and (3) an energy resolution of -~15% Dividing up its 80-200
MeV data into 3 energy bins of -~40 MeV each, with a 1 month exposure time, even the
lowest energy bin would produce a signal of -~7¢. Using an on-off subtraction
technique would further define the galactic center source. A detailed discussion of
this work may be found ST2.

The extragalactic and cosmological y-ray background spectrum from neutral heggy
fermion annihilation can be calculated following the methods given by the author
and can be shown to be negligible compared to the observed extragalactic background.

CONCLUSIONS

We have discussed the annihilation physics of exotic dark matter particles, in
particular, those predicted by supersymmetry theory. This physics Teads to the
production of calculable, and potentially observable fluxes of cosmic-ray and cosmic
y-ray annihilation products. We conclude that a study of cosmic-ray antiprotons may
give information about the nature of the dark matter, assuming that it is made up of
x particles. In addition, studies of galactic y-radiation may also shed light on
the dark matter problem. A characteristically hard spectrum in the 100 MeV region
from a source at the galactic center or at high galactic Tatitudes could serve as a
signature of x particle annihilation. With significantly more sensitive y-ray
telescopes, the discovery of monochromatic radiation in the several GeV range would
provide the most conclusive evidence. Solar neutrinos of several GeV energy may
also give an observable signature for galactic x particle dark matter. However, the
positron flux from dark matter annihilation would be buried below that from cosmic-

ray produced secondaries.

Acknowledgment: The author would 1ike to thank Dr. A. J. Tylka for helpful
discussions regarding the manuscript and for providing Fig. 6.
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ABSTRACT

We report optical excitation of the 1°5-2°P tran-
sition in positronium, and a second excitation from n=2
to higher n states. The experiment used light from two
pulsed dye lasers. Changes in the positronium annihila-
tion rate during and after the laser pulse were used to
deduce the excited state populations. We found that we
could saturate the n=2 level and excite a substantial
fraction of n=2 positronium to higherlevels. Preliminary
spectroscopic measurements were performed on n=14
and n=15 positronium. ’

INTRODUCTION

Although positronium (Ps) has been known for
many years, few experiments have created and main-
tained a population of Ps in other than the ground state.
In previous experiments, a small fraction of Ps has been
formed in the n=2 state by bombarding metallic targets
with a low energy positron beam [1], or by exciting Ps
from the ground to the n=2 state with an incoherent,
broadband light source [2]. Two photon excitationof the
135-23S transition [3] has also been used, but leads to
prompt photo-ionization. At Livermore, we have cre-
ated significant populations of n=2 Ps through optical
saturation of the 135-2°P transition using a frequency-
doubled, pulsed dye laser [4,5]. We have also excited
higher n states with a second dye laser tuned to red
wavelengths [5]. We find that we are able to repeatedly
excite the Ps atoms in our laser beam to the n=2 levels,
and subsequently excite n=2 Ps to higher n states where
itis long-lived. Moreover, we have optically saturated
the n=2 level using a broad bandwidth laser resonant
with a large fraction of the Doppler profile of the Ps.
These conditions are required for the recently suggested
technique of broadband laser cooling [6].

PRECEDING PAGE BLANK NOT FILMED

BACKGROUND

The Ps ground state is split into a singlet state
which undergoes 2y annihilation with a 125 ps lifetime,
and a triplet state which undergoes 3yannihilation with
a 142 ns lifetime (figure 1). The annihilation lifetimes of

Singlet Triplet

i Mixed L-stales I High n

2y 3y

Figure 1. Schematic energy level diagram of Ps showing
transitions between states mixed by magnetic and elec-
tric fields typical of this experiment. The laser band-
widths cover the entire n=2 and high n multiplets.

201



the singlet and triplet 2P levels are > 100 Is, which are
significantly greater than the 3.2 ns radiative lifetime. In
a field free region, singlet-triplet electric-dipole transi-
tions are not permitted. However, in the presence of a
magnetic field, the Zeeman effect mixes singlet and
triplet levels with the same magnetic quantum number
[7,9]. In the ground state, this lcads to magnetic quench-
ing [10], i.e., a reduction in the triplet lifetime due to the
small admixture of the singlet state. In first order pertur-
bation theory, mixing of the singlet and triplet levels is
inversely proportional to the energy difference between
the levels. Due to the smaller encrgy separation for
larger n values, mixing fractions increase with increas-
ing n state. Hence, a 200 G field, which does not signifi-
cantly mix the ground state, induces a several percent
admixture of the amplitudes of the singlet state in the
n=2tripletlevels[11]. Athigh valucsofn (>10), this ficld
will cause the spin states to be completely mixed.

In our experiment, we observe the excitation of Ps
through changes in the annihilation rate. The initial
population of excited state Psisnegligible at production,
and the singlet Ps atoms rapidly annihilate, leaving a
population of ground state triplet Ps. Since the annihila-
tion lifetimes of the 2P and higher states are long com-
pared with their radiative decay lifetimes, essentially all
annihilation occurs in the ground state. When no mag-
netic field is present, exciting Ps to then=2levels reduces
the observed annihilation rate during the laser pulse.
However, whena magnetic field is present, an enhance-
ment in the annihilation rate can occur during the laser
pulse since transitions between singlet and triplet levels
are possible between Zeeman-mixed levels. Thus, each
excitation of the Ps to n=2 levels can result in an en-
hanced annihilation rate by allowing de-excitation to the
singlet ground state. At high transition rates, i.c. high
laser intensities, a significant fraction of the illuminated
Ps may be made to annihilate in a short time compared
to the triplet ground state lifetime. Moreover, due to the
Amselectionrules for different photon polarizations, the
annihilation rate is also influenced by the laser light
polarization. Thus, for fixed magnetic ficld and laser
polarization, the number of enhanced annihilations is
directly proportional to the n=2 singlet population.

Theloss of Ps from enhanced annihilation during
the laser pulse will lead to a reduction in the number of
annihilations after the laser pulse. This reduction is due
to the decrease in the triplet ground state Ps population
caused by enhanced annihilation. The Ps ground state
population can also be reduced by excitation to higher n
states. Thus, there are two time intervals that are scpa-
rately identified with annihilation changes proportional
to the singlet n=2 population and changes in the triplet

ground state population. Excitation to higher n states
will affect both these populations by reducing the triplet
ground state population and changing the singlet n=2
state population.

The number of excess annihilations of Ps resulting
from excitation to the n=2 level can be calculated using a
rate equation model for the 15-2P transitions, and using
perturbation theory to calculate the Zeeman mixing [9].
The magnitudes of electric-dipole transitions to states
with Am =0, + 1depend onboth photon polarization and
direction of photon propagation with respect to the
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Figure 2. Calculated fractional change in the number of
annihilations observed in a 40 ns window due to a 10 ns
FWHM laser pulse (centered in the window) as a func-
tion of energy per laser pulse.

magnetic field. Mixing into singlet Ps follows the Zee-
man selection rules [7,8], and all 2'P, Ps are assumed to
decay to 1'S, and annihilate. The results of the calcula-
tion are presented as a function of the laser pulse energy
in figure 2, where we plot the change in annihilations in-
duced in a 40 ns window by a 10 ns FWHM Gaussian
laser pulse. The same detection probability was as-
sumed forboth singletand triplet decays. Theresultsare
presented for several values of magnetic field. For low
values of B, where little mixing occurs, the number of
annihilations decreases due to the time spent in the n=2
level. At large values of magnetic field (~ 200 G), the
annihilation rate from mixing into the singlet state be-
comes large causing an enhancement in the annihilation
rate.
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Figure 3. Schematic diagram of the apparatus showing
the annihilation gamma detector (a) and its collimator
(b) in relation to the target (c), grid (d), and lascr profiles
(e) (inset drawing). The incoming positron beam is
centered on the dotted line.

EXPERIMENT

A schematicof the experimental geometry isshown
infigure 3. Positroniumis produced by focusing the Liv-
ermoreintense, low energy (1keV), positronbeam[12] in
an ultrahigh vacuum chamber on a clean, heated (1000
K) Cu target. An electrically biased grid, mounted in
front of the target, returns any bare positrons to the
target. The heated sample emits both energetic (kinetic
energy ~ 2.6 eV) and thermally desorbed Ps (kinetic
energy ~ 0.1 eV) [13] which then drifts through the grid
into the laser interaction region. Several plastic scintilla-
tor detectors were used to detect annihilation gamma
rays. Uncollimated detectors observe the Psannihilation
throughout the chamber, while collimated detectors are
used to separate Ps by encrgy through time-of-flight
techniques [14]. The laser interaction region, directly in
front of the Cu target, is viewed by a collimated scintil-
lator paddle with a ficld of view 1.4 cm wide along the
path of the laser beam.

To achieve resonant n= 2 excitation over a signifi-
cant fraction of the Doppler profile of the thermal Ps, we
have frequency-doubled the 485.906 nm output of our
excimer pumped, Lambda Physik F12002 dye laser. The
light is focused in a B-Barium Borate doubling crystal to
obtain 242.953 nm light with a typical 0.07 nm FWHM

bandwidth. This covers a significant fraction of the
estimated 0.15 nm FWHM Doppler profile of the transi-
tion and allows excitation of all of the 2P levels. The
output of the doubling crystal is passed through a prism
toseparate the fundamental from the firstharmonic. The
resulting ultraviolet beam is passed through a sccond
prism, expanded to an ~ 1 cm diameter, and then passed
in front of the Cu target. Calibration of the laser is
performed to 0.005 nm with a monochromator, cross-
calibrated to the 242.795 nm line of an Au, hollow cath-
ode, discharge lamp.

To excite higher n states from the n=2 population,
we split the pump beam of our excimer laser to pump a
second dye laser which was tuned to wavelengths in the
720 to 750 nm region and calibrated to 0.005 nm by
comparison to an Ne discharge lamp. The red laser had
aband width of 0.4 nm and a beam profile of 1 cm?. The
two laser beams covered equal path lengths and merged
to coincidently enter the Ps interaction region.

The laser was timed to the linac positron pulse
witha variabledelay. Timingbetween thelaser lightand
the positrons was monitored by a photomultiplier tube
mounted with both a plastic scintillator and a fiber optic.
We establish timing of the 10 ns laser pulse relative to the
15 ns positron pulse to + 2.5 ns.

RESULTS

Time distributions of annihilation gamma rays
viewed with the collimated detector were separately
collected for positron pulses with the laser on and off.
Thelaser pulsed every cleventh positronburst. A typical
result is shown in figure 4a (sce next page) with B=200
Gauss, the ultraviolet light delayed 90 ns after the posi-
tron pulse, and 460 p-joules per laser pulse. The normal-
ized lascr-off data is subtracted from the laser-on data to
obtain the difference distributions shown in figures 4b-
4d. Figure 4b is the difference plot obtained from figure
4a. In figure 4c, the peak in the annihilation rate is seen
during the laser pulse, now delayed by 70 ns. In figure
4d, the laser has been detuned by 1.0 nm, producing a
random distribution.

Mcasurements were made for the n=2 excitation
for several values of laser pulse energy, with B=200G. In
figure 5b we see the excess counts during the laser pulse
normalized to counts in a time interval including all an-
nihilations except the prompt burst. Data taken with the
laser detuned by 1.0 nm in a 200 G magnetic ficld and
with the laser on resonance in a 50 G magnetic ficld are
represented by the open triangle and the open circle,
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respectively. Both of these points show no enhanced
annihilation during the laser pulse, as expected from our
rate calculations.
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Figure 4. a) Typical annihilation time distributions col-
lected by the collimated detector for ultraviolet illumina-
tion with thelaser off (solid curve), and laser pulsed at 90
ns (open circles) taken with a 200 G magnetic field. b)
Laser-on minus laser-off difference spectrum obtained
from the data of 4a. ¢) Difference spectrum asin 4b, but
with the laser pulsed 20 ns earlicr. d) Difference spec-
trumasin4c, but with thelaserdetuned 1.0 nmto the red
of the transition.
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Figure 5. a) Results of therate equation model showing
the fraction of illuminated Ps in the n = 2 state. The cal-
culation is performed for a 200 Gauss magnetic field and
laser parameters typical of our measurement. b) Excess
annihilations during laser illumination normalized to
the total Ps production for several laser powers. The
solid curve is the calculated excess annihilations. The
open circle is taken with the laser detuned 1.0nm and B
=200 G. The open triangle is taken with the laser on
resonance and B=50 G,

We also measured the excess annihilations for
linearly and circularly polarized ultraviolet light. In
both cases the direction of photon propagation was
normal to the magnetic field. The linear polarization
plane was parallel to the magnetic field. With circularly
polarized light, the annihilation rate was found tobe 0.42
+ 0.21 of that observed with the plane polarized light
(~100y] per laser pulse) inagreement with the calculated
ratio of 0.36 obtained in the rate equation model for those
polarizations [9].

By comparing the excess annihilation data with
ourratcequationcalculation, we seethat we havereached
optical saturation. The resultsof the calculation, normal-
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ized to the data using a Monte Carlo simulation, are
plotted as the solid line in Fig. 5b. The model accurately
describes the laser energy-dependence of the transition
rates. We view the numerical agreement between the
calculated and measured excess annihilations as fortui-
tous due to the strong sensitivity of the Ps populationin
the laser beam on small variations in experimental para-
meters. The calculated fraction of the Ps in the n=2 state
forilluminated Psis plotted as a function of laser energy
in figure 5a. This curve shows the characteristic shape of
a saturation spectrum. There is a lincar dependence on
laser power at low energy per pulse, with an asymptotic
approach to the limit of 0.67 at high laser energy.

Typical data for the excitation of higher n states
are shown in figure 6. The data in figure 6a were taken
with only ultraviolet light illuminating the Ps, lcading to
resonant excitation of n=2 state. The data in figurc 6b
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Figure 6. Difference spectra for a) ultraviolet illumina-
tion only and b) resonant two photon excitation to the
n=15 state. Curves are calculated using a rate equation
model with strong mixing in the n=15 state.

were taken with both ultraviolet and red light illuminat-
ing the Ps. This data shows the effects of resonant exci-
tation of both the n=2 and n=15 states. Here we find that
excitation of the n=15 level reduces the ground state Ps
population. This causes a larger deficit in the late time
annihilations. The annihilation rate during the laser
pulse is also reduced, implying that the n=2 state popu-
lation is also depleted by excitation to higher n states.

The decrease in excess annihilations during the
laser pulse when the red laser is on resonance implies a
decreasc in the singlet n=2 state population. Ps remain-
ing in long-lived, high n states after the laser turns off is
a source of depletion of the Ps ground state population.
However depletion of the n=2 state population will not
occur unless the total number of de-excitations from the
high n stateisless than the number of excitations. Losses
to photoionization are negligible. We calculate that the
photoionization rate is less than 0.001 of the high n
excitation rate at our laser encrgies. Large differences in
the population of the n=2 and high n states can be
obtained if there are corresponding differences in the
number of sublevels.

We have numerically solved time-dependent rate
cquations describing this experiment for several pos-
sible cases. The dipole selection rule for the n=2 to high
n transition limits the number of high n state sublevels to
too low a value to explain the observed decrease in the
n=2 state population during the laser pulse. Zeeman
mixing will cause thehighnsingletand tripletspin states
to be statistically populated for our experimental para-
meters. Our calculations show that de-excitation froma
statistically populated singlet high n state would result
in an increase in annihilations during the laser pulse
rather than the decrease we observe. However, includ-
ing strong Stark mixing can break down the Al=+/-1
dipole selection rule and allow population of all of the
sublevels of the high n state accessible with Am=0,+/-1.
Such mixing can occur due to static and motionally
induced electric fields of ~40 V/cm found in the cham-
ber.

The computed results of the rate equation model
are shown in figure 6a and b, normalized to the level of
annihilation enhancement seen in figure 6a. The calcu-
lations were performed using measured values for laser
power and pulse characteristics. The curve in Figure 6b
includes transitions fromall populated n=2 sublevels, to
all accessible I-sublevels of the n=15 state. These calcu-
lations reproduce the observed change in enhanced
annihilations and even the change enhanced annihila-
tion time profile seen in comparing on and off resonance
spectra. Calculations containing many fewer sublevels
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in n=15 state, which might result from weaker Stark
mixing, cannot reproduce both the change in annihila-
tions during the laser pulse and the decrease in the
ground state population observed with the red light on
resonance. Thus, we conclude that the high n states are
completely mixed. Our calculated results also show that
a significant fraction, ~0.3, of the n=2 state population is
promoted to higher n states where it remains after the
laser pulse has ended.

Shownin figure 7 arc data for wavelengthson and
off resonance between n=13 and n=19. Data were taken
at more closcly spaced wavelengths around the n=14
and 15 resonances in order to determine experimental
centroid wavelengths and widths. A ratio, formed from
counts in two time intervals as a function of wavelength,
isshown here. The firstinterval isa narrow time window
including the duration of the laser pulse and subsequent
radiative decay from the n=2 level. The second interval
extends from the end of the first interval until the data
reached background values. The absolute value of the
counts lost during the second interval were decided by
the countsin the firstinterval to form theratio. Thus, this
ratiois the decrease in ground state Ps normalized to the
singlet n=2 population and is insensitive to systematic
differences in the gcometry and target condition. Posi-
tronium lost to excessannihilations in the n=2 state alone
results in a baseline value of 0.62 . Excitation of Ps into
higher n states gives a larger ratio due to a larger deple-
tion of the ground state Ps.

Inthe data in figure 7 we see a convincing demon-
stration to resonantly excite high n states from the n=2
population. There is a large increase in the yield at
wavelengths resonant with excitation to then=13,14and
151evels. Calculated excitation profiles for the resonant
peaks arc also shownin figure 7. The peak wavelengths
were calculated from the Balmer formula, and the widths
of the curvesincluded the 0.4 nmlaser line width and the
0.4 nm Doppler broadening width for these transitions.
The relative areas of the calculated peak shapes were
determined using the rate equation model with the tran-
sition rates scaled by n. The absolute normalization was
set to the sum of the arcas of the n=14 and 15data. From
these calculations we sce that values of n greater than 15
are more difficult to excite and are not easily observed
with the statistics now available in the experiment.

Values for the centroids and widths for the n=14
and n=15 peaks were calculated from the data in figure
7 after background subtraction. We obtained values of
744.049 +/- 0.035 nm and 741.993 +/- 0.040 nm for the
n=14 and n=15 centroids, respectively, and 0.37 nm and
0.44 nm for the full widths at half maximum, respec-
tively. The centroid values compare favorably with the
reference values of 743.988 nm and 741.995 nm obtained
by calculating the encrgy difference between the un-
shifted energy of the 2°P, and the energy of the high-n
state. Hyperfine splitting in the high-n state is negligible
in this comparison, but spliting of the 2P levels adds
.02 nm to the width of the excitation-line profile. The
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Figure 7. Ratio ofloss in the ground state population normalized to the n=2 population. The solid line is the expected
response calculated from known parameters of the experiment.
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large measured widths for the n=14 and 15 excitation are
consistent with the Doppler spread in the Ps and line
profile of the two laser beams. The good reproduction of
the energies and widths within the experimental errors
demonstrates the potential to perform higher precision
spectroscopy by using narrower laser line widths and
lower velocity Ps.

These results represent a first step towards laser-
cooling Ps. They show that transition rates, photon
bandwidths and excitation of spectator transitions re-
quired to achieve and measure cooling are possible. As
pointed out by Liang and Dermer [6], one must use a
broadband laser to cool Ps since the lifetime is too short
to sweep the laser frequency. The 0.07 nm bandwidth of
our laser is ideally suited to cool the Ps but the pulse
duration is currently too short. The agreement between
calculation and experiment for excitation to the n=2 and
higher n states indicates that sufficient Ps atoms survive
to perform cooling experiments.

The observation of high n state excitations pro-
vides a useful diagnostic for the velocity of cooled Ps,
and a basis for new spectroscopic investigations. Detect-
ing the ionization products of excited Ps resulting from
photon or static electric field ionization can be used to
develop a higher efficiency detector for high n state Ps.
With this detector we use narrow laser lines to tune over
the velocity profile. This same system would form the
bases for spectroscopic studies on the cooled Ps.

In summary, we have demonstrated optical satu-
ration of the resonant transition of Ps from the ground to
the first excited state. We have also observed the first
resonant excitation of high n states of Ps using two
resonantly excited transitions, from 1S to 2P and 2P tonL.
The population of the excited states was deduced from
observation of annihilation rates during and after the
laser pulse. Magnetic mixing in the n=2 state increased
the annihilation rate during the laser pulse, and loss of Ps
in the ground state population reduced the annihilation
rate after the laser pulse. Changes in the enhanced
annihilation rate with laser power, photon polarization
and magnetic field show that the n=2 state was in optical
saturation. Magnetic and electric fields in the chamber
mixed the high n states so that all 1 sublevels were
populated in the high nstate. Values for the line centroid
and widths agreed with calculations. Qualitative repro-
duction of the n® scaling of the relative transition rates
was also observed.
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ABSTRACT

Theoretical work on laser cooling of Positronium
(Ps), including effects of external magnetic and
electric fields, is reviewed and extended.

INTRODUCTION

Laser cooling of Positronium (Ps) was proposed
in Ref. [1]. Cold Ps would benefit precision
spectroscopy, production of a Bose-Einstein
condensate of Ps, and the development of an
annihilation gamma-ray laser. It could also be
important in forming antihydrogen through the
reaction p + Ps » H + e [2].

Saturation of the 1s-2p transition is a necessary
condition for producing cold Ps through the
technique of laser cooling. Optical saturation of
this transition was recently demonstrated through
observations of enhanced annihilation radiation
during resonant laser excitation [3]. The
enhancement of annihilation radiation results from
Zeeman mixing in n=2 states of Ps [4]. External
fields could, however, counteract laser cooling by
trapping and/or mixing Ps into other substates.
Here, detailed numerical simulations of Ps laser
cooling in one-dimension are used to obtain limits
on the strength of external fields for which laser
cooling of Ps can be achieved.

n=1 & n=2 RADIATIVE TRANSITIONS IN
POSITRONIUM

Fig. 1 shows an energy level diagram for the n=1
and n=2 levels of Ps. In the absence of external
fields, the energy difference AE between fine
structure states ~ (a2/n3) Ryd ~ 200 GHz/n3.
Because of the presence of AEq; in the
denominator of Stark- and Zeeman-effect
corrections to the Ps wave functions in first-order
perturbation theory, the magnitude of the
correction is greater for states with larger values
of n. Hence magnetic mixing is appreciable in n=2
Ps when B ~ 100 Gauss, whereas it is important
in n=1 Ps only when B >> 1 kGauss.
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Fig. 1. Fine structure energy-level diagram of n=1 and n=2
positronium. Heavy solid lines show allowed electric
dipole transitions; light solid lines and shaded lines show
radiative transitions permitted in the presence of external
magnetic and electric fields, respectively.

The heavy solid lines in Fig. 1 show allowed
electric dipole transitions in the absence of
external fields. Light solid lines show n=1<>n=2
transitions permitted in the presence of a magnetic
field. A pathway between the 13S; and 11§
levels therefore exists via radiative transitions to
and from the 2!P and 23P levels when a magnetic
field is present [4]. Because of the short
annihilation lifetime of Ps in the 11§ state, an
increase in the annihilation rate, depending on
magnetic field strength, laser power and
polarization, can be produced from resonant
excitation of Ps. This signal was used to monitor
optical saturation of the 13S-23P transition in Ps
[3]. Also shown in Fig. 1 by the shaded lines are
radiative transitions possible in the presence of an
external electric field, in which case transitions
between states with the same value of orbital
angular momentum are possible.



LASER COOLING OF POSITRONIUM

Laser cooling of Ps to temperatures below 1 K is
possible using a broadband laser negatively
detuned to the 13S-23P transition [1]. For Ps, the
minimum achievable temperature is determined by
the photon recoil energy R = h2/2mpgA2, so that
Tmin ~ Rkg = 150 mK for the 1Is & 2p
transition. Laser cooling depends on spontaneous
emission to rid the atom of one unit of photon
momentum. The fastest cooling allowed by this
technique thus corres;sionds to a recoil velocity vg
= h/mpA = 1.5x10° cm s-1 per spontaneous
lifetime Ty, ,7, = 3.2 ns. Successful cooling of a
substantial fraction of the Ps made at high
temperatures must compete with the t p; = 142 ns
annihilation lifetime of ortho-Positronium (oPs).
Approximately 50 spontaneous emissions occur
during the average lifetime of an oPs atom,
implying that laser cooling will be successful if Ps
are produced with characteristic temperatures no
greater than ~ 700 K.
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Fig. 2 (above). Positronium velocity distribution resulting
from laser cooling by broadband laser light negatively
detuned to the ls— 2p transition frequency of Ps.
Distributions for differcnt laser intensities are shown at the
time of the maximum Ps population at zero velocity.
Initial Ps velocity distribution is shown by the t=0 curve.

Fig. 3 (right). Time dependences of Ny, (t), the total
number of positronium atoms remaining at time ¢, and
Nc(D), the number of Ps with velocities within one recoil
velocity (vg = 1.5x105 cm sy of zero velocity, for
saturation laser intensity of the Ps 1s—2p transition.
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A rate equation treatment of laser cooling of Ps
was used to investigate the various processes in
detail. Fig. 2 shows the oPs velocity distribution
dN/dv as a function of laser intensity I in units of
Isay, the saturation laser intensity. (Ig,, is here
defined such that the induced rate is n/j times the
spontaneous rate; cf. Ref.[4]). A laser profile with
uniform intensity redward of the Is < 2p
transition frequency was used in this simulation,
and the original oPs velocity distribution was
assumed to be a one-dimensional Maxwellian at
room temperature. The oPs velocity profiles are
plotted when dN(v=0)/dv reaches its maximum
value, representing the point at which further
cooling of the remaining warm oPs no longer
compensates for losses due to annihilation. The
peaks of the velocity profiles have roughly similar
shapes irrespective of I/Ig,,, corresponding to an
effective temperature Tegr ~ 0.6 K. The amplitudes
of the peak profiles approach an asymptotic value
with increasing laser intensity; this again reflects
the fact that only spontaneous emissions are
effective in cooling.

The dependences on time t of the fraction N(t)
of oPs that have not annihilated, and the fraction
N¢(D) of oPs with -vp < v < +vp, are plotted in
Fig. 3 for I = Ig,,. Because the oPs spend an
appreciable amount of time in n=2 states with a
long annihilation lifetime ( 2 0.1 ms), the average
lifetime of an oPs atom is greater than t,p, in the
absence of fields. This is not necessarily the case
when external fields are present, as we discuss in
the next section.
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STARK AND ZEEMAN EFFECTS ON LASER
COOLING OF POSITRONIUM

External magnetic and electric fields counteract
laser cooling. Magnetic fields cause mixing into
S=0 para-Positronium (pPs) states from which
annihilation of Ps occurs on a time scale short
compared to t,ps. Electric fields permit Ps to make
transitions to states whose long radiative lifetimes
slow the cooling rate.

Fig. 4 shows the effects of a magnetic field on
laser cooling of Ps. The rate equations describing
cooling were supplemented with a loss term e<
B2/8E, representing Zeeman mixing from oPs to
pPs. The term OE is an average over the energy
differences between the various Zeeman-mixed
states in the n=2 level, and corresponds in this
simulation to linearly polarized laser light with
photon propagation vectork L B.

Define the cooling efficiency as the ratio of the
number of Ps with velocities in the range -vg < v
< +vg at time t = t,pg, to the number of Ps in this
same velocity interval at t=0. Both the cooling
efficiency and the fraction of total Ps remaining at
t = t,p, decrease rapidly with increasing magnetic
field when B > 100-200 G, for I=Ig,, [Fig. 4(a)].
If B = 200 G, the cooling efficiency is greatest
when 1= I, as shown in Fig. 2(b). The cooling
efficiency decreases at larger values of I because
faster transition rates lead to increased Zeeman
mixing and loss of oPs from the system which is
not compensated for by the marginally increased
cooling rate.

An external electric field interferes with cooling by
providing a pathway between the 13S; and the
23S, states which, having a slower radiative
lifetime, therefore slows cooling. The magnitude
€ of the electric field above which this effect is
important can be estimated by recalling that ~ 50
absorptions and spontaneous emissions are
required for cooling. If each radiative cycle is
accompanied by a loss to the 23S, state of
magnitude M2, then the electric field will affect
cooling when (1-12)50 = 1/2. In the perturbation
limit 1| = 6ea,€) / SEg [4], where 8Eg ~ 12 GHz
(Fig. 1). Thus when the parallel electric field £ >
200 V/cm, laser cooling of Ps is impeded.
Detailed numerical simulations, including
spontaneous emission from 23S to 13§, are
required to assess the Stark effect on laser cooling
of Ps in detail.
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Fig. 4. Effects of an external magnetic field on laser
cooling of positronium. The cooling efficiency and the
fraction of Ps remaining after one oPs lifetime are shown
as a function of the magnetic field at saturation laser
intensity in Fig. 4(a), and as a function the laser intensity
for a 200 Gauss magnetic field in Fig. 4(b).

In summary, laser cooling of Positronium can be
achieved if the strengths of external magnetic and
electric fields are < 100-200 Gauss and g 200
V/cm, respectively.
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ABSTRACT

A new method for detecting the
positronium minus ion is described, and the
possibility of a long positronium mean free
path in a solid is discussed.

1. INTRODUCTION

I am going to talk about the decay rate
and other properties of the positronium
minus ion. This is a workshop, so I don’t
have to apologize for the fact that you're
catching our experiment in mid air: we don’t
have an answer yet, unfortunately, for Y. K.
Ho’s table. The reason I put “other
properties” into the title is that in the
process of trying to do the experiment we
found out a little bit more than what we
wanted to know about how positrons and
positronium interact with a foil. T will be
asking my theoretician friends to help out in
figuring what a positronium atom does going
through a foil. How does it break up? By way
of introduction, I'll remind you about John
Wheeler’s famous paper, in which he
invented the polyelectron at the same time as
a couple of other people invented
positronium; I'll describe the slow positron
source that is used to do these experiments
with positrons; T'll show you the ancient
method for the production of positronium
minus by beam foil and the old lifetime
measurement; I'll tell you briefly about our
new effort to detect positronium minus by
double charge exchange; Finally I'll be asking
what’s wrong. This will be the meat of the
talk where you can help me out. I will show
you our one pitiful lifetime curve which
unfortunately needs to be extrapolated to
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infinite energy to get the answer: we're still
working on it. At the end T'll say just a
couple of words about what’s next.

2. POLYELECTRONS
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Lest we forget the inventor of the
polyelectron, John Wheeler, I will remind you

that his 1946 article asked the question, "Can
you get clusters of various of various sizes of
electrons?"(!)  Wheeler  predicted  that
positronium and the positronium minus ion
would be bound, but he was unable to get
binding for positronium molecules with his
simple wave function. You have heard from
Y. K. Ho that lots of work has been done
since that time.(?) In particular, the lifetime
of Ps~ has been calculated and would be
interesting to measure accurately because of
the current interest in the the triplet lifetime
being measured by the Michigan group for
the last 10 or 15 years.(s) There is a
descrepancy, and we do not know whether
the theory is really going to be right. As an
additional test it would be interesting to
measure the singlet lifetime, but its eighth of
a nanosecond lifetime makes it pretty hard to
do. An alternate would be to measure the
lifetime of positronium minus ions which
contains in it a large factor that is due to the
singlet lifetime. We would need to achieve
parts in ten to the three or four accuracy in
order to make a useful contribution towards
the solution of the controversy.
Unfortunately, I can only tell you about why
we haven’t gotten that accuracy yet.

8. EXPERIMENT

The whole experiment starts with the

usual slow positron beam,m where slow



positrons are made by moderating them in a
layer of some material, either an insulator or
a metal. For this particular experiment we're
using a solid neon moderator.(’) We obtain a
beam of roughly a quarter of a million
positrons a second using a 5 mCi source of
Na??. Positronium minus ions can be made
by putting relatively slow positrons through a
thin foil.(® In the first experiment the ions
were accelerated with a grid into a field free
region where they annihilated, giving Doppler
shifted photons that were counted by a
germanium detector. In the spectrum shown
in Fig 1 we see a line from positrons that
annihilated somewhere in the foil, and a
Doppler shifted line that moves when you
apply more electric field to shift the
positronium minus velocity in the direction of
the detector.

Especially relevant to our problems
today is Fig 2 which shows (large error bars)
the yield of positronium minus as a function
of the energy with which the positrons are
implanted into the foil. The small dots are
the the transmission of the positrons through
the foil as a function of energy. My
interpretation at the time was that you get
the most positronium minus when you have
the greatest density of straggling particles
near the surface of the foil. The six or seven
measured data points agree with what you
would expect: the derivative of the stopping
curve does have a peak roughly coinciding
with the maximum yield of Ps™. It looks like
the yield has a single broad peak, but more
precise data suggest that things are more
complicated.

The lifetime was measured some years
ago by carefully determining the amplitude of
the Doppler shifted peak again with the
germanium detector.(."})As you change the
distance between the formation foil and the
acceleration foil, the proper time that the
positronium minus spends is proportional to
the distance. By plotting amplitude versus
calculated time, you can get the lifetime, as
shown in Fig 3. Unfortunately, the
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positronium minus is coming out of the foil
with  velocities comparable to atomic
velocities, so you have to extrapolate to
infinite acceleration in order to get the right
answer. The extrapolation to infinite energy
is right on top of Y. K. Ho's prediction.(s)
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To do a better experiment, we would
like to get rid of the germanium detector,
which is inefficient, and we have to go to
higher voltages to reduce the size of the
extrapolation needed. There has to be an
improved way of moving the foil because, in
the previous experiment, the foil was on the
end of a manipulator about one foot away,
and I had to measure the distance with a
traveling microscope. The present attempt
has a much better moving mechanism: three
synchronous linear motion vacuum
feedthroughs define the foil position to 1072
mm precision.

Our new effort uses a tandem
acceleration method depicted in Fig 4. A
positronium formation foil is bombarded by a
quarter of a million positrons a second. Any
positronium minus formed is accelerated by
what we call "the analysis grid", which has a
potential W across it for measuring the
lifetime. As before, the distance d between
the analysis grid and the formation foil is
variable. By varying d while measuring the
count rate, you determine the lifetime.
Following the analysis grid 1is another
electrode that accelerates the positronium
minus to some large voltage on the order of
fifty kilovolts. At this point, there is a thick
carbon film that is supposed to strip the
positronium minus and turn it back into two
electrons and a positron. On the other side is
a grounded electrode that repels the
electrons, but accelerates the positrons. The
positrons emerge with four-thirds times the
acceleration potential on the stripping foil,
which would be about 67 kilovolts if the
stripping potential is 50 kV. We thus have a
definite Ps™ signature of rather high energy
positrons which cannot be produced any
other way except by having taken a torturous
route of making positronium minus and
getting stripped. About two and a half
meters away, to get rid of gamma rays, we
have a charged particle detector (a silicon
detector) which detects the energy spectrum
of the positrons to distinguish them from any
background that might be there from ions.

n(f~x10€)

5 SUEND TR S ORI S S S S N S

0 05 10 15
t/(1- v 7/ W)(nsec)
Fig. 3 Log of the relative amount of Ps™

surviving for a time t corrected for
the initial Ps™ kinetic energy 7.
The inset shows the extrapolation of
the decay rate to infinite

acceleration potential W. [From Ref
7]

An ion shield, one tenth mil of mylar, covers
the detector. Unfortunately, there were so
many ions that we had to use a plastic
scintillator in  coincidence to cut the
background rate.

Fig 5 shows spectra taken with the
silicon detector at three different acceleration
voltages. The potential applied to the
stripping foil is 20, 34, or 45 kilovolts. The
peak due to the positrons that make it
through the whole apparatus is evident, and
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there is a sloping background due to ions
which looks like it’s not important, at least at
the higher acceleration potentials. There is a
plateau below the peak, and T don’t know
what that could possibly be, since the
fraction of particles that scatter (9 is
supposed to be only about 15%. If you
spread that fraction over a large energy
range, it should not give a 10% amplitude.
That is problem number one; but at least we
are producing tandem generated positrons.

Using our double charge exchange Ps™
signal, we have remeasured the yield of
positrons as a function of energy in Fig 6. As
in Fig 2, we get a blob as a function of
energy, peaking at slightly higher energy
because the film is a little thicker. The film is
nominally 15 angstroms thick, a cloudy
carbon film on top of a glass slide that is slid
off onto water, to be picked up with a grid.
The thicknesses are nominal, since there are
obviously layers of grease and water. Notice
in the new data at the low energies, there
seems to be a plateau and a real threshold at
a ridiculously low energy of 25 volts. I have
no idea what this structure means. If the
film is really only 15 angstroms thick, I
suppose that is an average thickness, and
once in a while there could be a flake that’s
only one crystal layer thick that might be 5
angstroms. However, [ would think that
there would be a series of plateaus for
different thicknesses and that they shouldn’t
occur down at 50 volts. If anybody has a
suggestion, I would be happy to hear it. It
will go right into the book if you have
anything to say.

Another mystery is why is the yield so
small, about five times smaller than we saw
in 1981 and 1983. We have mapped out the
count rate as the detector is moved around.
As far as I can tell, all the fast positrons seem
to be hitting the detector. The grids that the
foil is on and the acceleration grids have 90%
transmission. Putting in all the grid
correction factors does not account for the
apparent losses. The grid corrections are just
about the same as they were in 1981.
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Table I shows the yield of positronium
minus measured at 20, 34, and 45 kilovolts.
The coincidence rate is corrected for decay
loss in various places where the positronium
minus is being accelerated. There's a
negligible loss in the mylar foil.(19)  The
positron beam rate is what you divide by in
order to get the total fractional yield of
positronium minus. There’s a constant grid
transmission coincidence efficiency, and a
little bit of back-scatter loss. The net result
is a positronium minus yield of about 7X 107°
independent of the energy. That is a surprise
to me because the only way that I can think
of to make the yield smaller than the
2—3X10~* found previously is to have the
stripping foil be less efficient.

4. DISCUSSION

Now we come to the central point of
the talk where I ask you what happens to
positronium and positronium minus when it
gets stripped. There are several convenient
theories. The simplest theory, which turns
out to be the same as Surko’s Theory that he
told me about at breakfast, is that you
simply use multiple scattering calculations
and an independent particle approximation.
Let’s just talk about positronium going
through the foil. In the time scale over which
the particles are in the solid the positron and
an electron don’t orbit at all. They just go
straight through the solid without moving
relative to each other. In this approximation,

you would say each particle gets an
independent kick from scattering off the
potential which, in this case, would be a
frozen potential of the solid because the
electrons don’t have time to move either. It’s
very easy to calculate the perpendicular kick
that each particle gets: it will be the
perpendicular electric field integrated times
dt. The amplitude for making a transition
turns out to be the perpendicular momentum
kick times the dipole matrix element.
Summing all the dipole moments that lead to
the continuum gives a transition probability
that is perpendicular kick squared over 2m
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Table I

Accel. Pot. [keV] 22,5 33.75 45
coinc. rate [sec™] 0.225(6)  0.341(3) 0.385(2)
decay loss e~ Y7 0.113 0.135 0.140
loss in mylar [%] 140 8.5(3) 3.5(3)
beam rate [e* sec™!] 2.5 X 10°
grid transmission 0.45 +0.1
coinc. efficiency 0.4 #0.1
backscatter loss [75] 15()

from Si detector
= [1079 8.1 +2 7.1+2 7542

a) R.D.Evans, The Atomic Nucleus

b) V.E. Cosslett & R. N. Thomas, Brit. J. Appl. Phys.

16, 779 (1965)
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divided by an energy, a couple of Rydbergs,
times a factor 0.849 given by Bethe and
Salpeter.(“) The multiple scattering tables(!?
tell us that the perpendicular momentum
picked up is 14MeV/c over the velocity times
the square root of the distance travelled
through the foil in units of radiation lengths.
The result is 2A times the ratio of the
positronium energy to 14 kilovolts. The
higher the energy, the farther the
positronium goes before breaking up, which is
reasonable. But 2A is a very short distance!
We're talking about roughly 14 kilovolt
positronium and this formula says just the
slightest amount of carbon foil should be
enough to break it up. If that were the case,
then I have no explanation for our low yield.

Surko’s approximation, an equivalent
theory, is to find the Fourier components of
the frozem potential of the solid, and
calculate the "photo emission" probability.
In the dipole approximation, Surko’s theory
is the same as the multiple scattering theory.
Including higher order non-dipole transitions
will make the length even shorter. Maybe
there’s something wrong with these theories.
Phil Platzman would say that the scattering
is all in the forward direction, and the impact
parameters are therefore large. The first
order Born term is going to vanish and it is
the gradient of the electric field that acts to
break up the positronium. It appears that
the break up probability is related to the
energy loss in going through the foil. I am
not sure if you can actually make a
calculation that you can look up in the
handbook yet, but there is a recent [2nd
order?] Born approximation calculation(!?)
for positronium scattering. He finds that the
mean free path for positronium breakup in
solid carbon is 65 angstroms times the ratio
of the energy to 14 kilovolts. Now that’s
more like it except that our carbon foil is 200
angstroms thick. Just as a footnote, another
theory(“) claims that as soon as the
positronium has gone a few mean free paths,
the residual positronium will have an
enormous super-penetrability which goes like
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one over the 71ength instead of exponentially!

Now I will show you the only piece of
information we have. I already told you what
it was, but will plot it now in Fig 7. If we are
seeing an effect due to positronium resistance
to breakup, then there ought to be more
breakup at lower energies, so the yield ought
to go up at lower energies. From Fig 7 it is
evident that the yield is more consistent with
constant rather than going like one over the
energy. If we want the yield to go up to the
1981 and 1983 measurements, we can try to
fit the measurements with an exponential
dependence on a mean free path that goes
like one over the energy. An eyeball fit
implies that the mean free path is about
500A, and that the ionization cross section
for positronium is really quite small
Unfortunately, that’s as far as we’ve gotten.
I'll be happy to hear anybody’s opinion. But
since we’re talking about the Born
approximation and that is all anybody can
do, maybe nobody has anything to say,
although Jack Stratton(!®) talked about doing
a calculation where the positronium was
actually one of the particles.

Fig 8 shows a representative lifetime
curve; the data points are nearly obscured by
the fitted line. The fitted decay rate is
1.8040.01 per nanosecond, roughly half a
percent statistical accuracy in two days. We
get ten times smaller error in the same time
as in 1983 even though the positronium
minus yield seems to be down by a factor of
five.

As for "what’s next,” there are lots of
things you can do. Marv Leventhal and I are
maybe thinking about accelerating a
positronium minus beam to rather high
energies, and stripping it with a laser to make
a fast positronium beam with which to do
several interesting experiments.(m) But if
we’re having a stripping problem for
measuring the lifetime then we’ll actually be
benefiting in this next experiment because we
won’t need the ionizing laser. At least there
may be a silver lining to the present cloud.

5. QUESTIONS

Peter Schultz: Isn’'t the factor of five
yield loss maybe due to the formation foil
having a different density? (My name is Karl
Canter!)

Mills: The sample foil was prepared in
about the same way as before.

Alex Weiss: Have you measured the Ps™
yield in the same way as before?

Mills: That is a good suggestion and we
are setting up to do that.

Alex Weiss: Wasn'’t it Bob Wilson who
made the carbon films?

Mills: Wilson was making films at the
time, but the one I used may have been from
a commercial supplier.

Lester Hulett:
moderator as a
remoderator?

Can one use a neon
thin film transmission

Mills: It might work, but you must take
into consideration the large energy spread of
a neon remoderator. It would also be hard to

make a thin film of neon because the
radiation baffles would be tricky to
construct.

Mike Charlton: Do the positrons lose
energy on the way out of the stripper foil?

Mills: Yes, maybe about 10 eV; the film
is only 200A thick. I'm only guessing 10 eV,
but we use a tenth mil mylar film to reject
ions, and the positrons lose only a few keV.

Arthur Rich: Are these the same foils as
used previously?

Mills: They are simliarly prepared by
evaporating carbon onto glass slides. The
present supplier, Arizona Carbon Foil
Company, was not used previously.

Mohamed Abdel-Raouf: Do you also
have Ps* ions in your apparatus?

Mills: Its not too likely - we mostly have
only one positron at a time presently.
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Y. K. Ho: You showed a slide with a
laser interacting with the Ps™ beam; can you
measure the photoionization cross section and
the electron affinity?

Mills: Yes, Marv Leventhal and I are
working on it, and Lewis Rothberg has given
us a laser. We’ll have the answer for you in
ten years.

Y. K. Ho: So you can measure the
binding energy of Ps™?

Mills: Maybe, but its pretty hard to find
the binding energy from the photoionization
threshold because the cross section vanishes
at threshold.

Marv Leventhal: We can find the
binding energy quite accurately from the
location of the Feshbach resonances.

Alex Weiss: What are the wigglers that
you showed? [See Fig 23 of Ref 10]

Mills: The wigglers are to excite the
triplet-singlet hyperfine resonance in a fast
monoenergetic positronium beam. By moving
two identical wigglers one can obtain Ramsey
fringes in the triplet positronium abundance,

and so measure the hyperfine interval
accurately.

Richard Drachman: Is there a
preliminary lifetime result from the new
data?

Mills: Unfortunately, no.

Alex Weiss: Have you thought about
making a tuneable gamma-ray source?

Mills: Not very hard. The gamma rays
are emitted isotropically in the center of
mass, so its not like having a laser. If you
had a very intense relativistic beam of Ps™,
the photons would be foreward directed, and
it would be a good idea.

6. POSTSCRIPT

In a subsequent experiment using a Ge
detector in a geometry similar to that of Ref
7, we found that the Ps™ yield of the 0.3

pgem=? foil (15 A thick) is in fact about an
order of magnitude less than a 0.6 pgem=?
foil, and the yield of the latter is in
agreement with the measurements of 1981
and 1983. The stripping foil was observed to
be damaged over a significant portion of its
area. We conclude that

1) very thin carbon films
multiply connected like lace;
2) more care is required to prevent high
voltage damage to the stripper foil;

and 3) there is no evidence to suggest that
energetic positronium has a particularly long
mean free path.

are perhaps
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ANTIEYDROGEN FORMATION IN COLLISIONS OF POSITRONIUM WITH ANTIPROTONS

J.W. Humberston
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INTRODUCTION

7 Antihydrogen, consisting of a positron orbiting around
an antiproton, is the simplest few body system consist-
ing entirely of antimatter and as such is of considerable

- importance in providing additional tests of the validity
~-= of charge conjugation invatiance. In addition, the nature

of the gravitational interaction between matter and an-

‘timatter might more readily be investigated for an elec-

" trically neutral system than one which is charged.

~  Before such studies can be undertaken the antihy-
drogen must, of course, be produced by attachment of
a positron to an antiproton. Unfortunately, both con-

" stituents can only be produced in very small quantities
and the viability of a particular method of antihydrogen
production therefore depends critically on the efficiency
of the attachment process.

Several production mechanisms have been proposed,

"the two most favoured of which are radiative capture
(spontaneous or stimulated)

et +FH+7,
et +P+ny - H+y+n7,

(M
(2)

and charge exchange in positronium-antiproton collisions

Ps+p— H+e . 3)
Both methods are being actively investigated.(*=3)

The cross section for radiative capture is very much
less than that for charge exchange, so that it might be
thought that the latter process is greatly to be preferred.
However, in the proposed experiment using the radia-
tive capture process the positrons will be confined in
a storage ring (as also will be the antiprotons in both
methods) and, therefore, those positrons which do not
undergo capture by antiprotons on the first occasion will
be recycled until capture occurs. In this way nearly all
the antiprotons can be converted into antihydrogen.

The charge exchange process (equation (3)) is a sin-
gle pass method because positronium is neutral, but the
somewhat simpler nature of the proposed apparatus (see
figure 1) and the much larger antihydrogen formation
cross section are advantages which may, nevertheless,
make this an effective method of production also. We
shall, therefore, now consider various calculations of the
cross section for the charge exchange process.
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Ps CONVERTER

Figure 1. Proposed experimental arrangement for the
formation of antihydrogen(®).

CALCULATIONS OF THE CHARGE
EXCHANGE CROSS-SECTION

Until very recently the prospect of forming antihydro-
gen in positronium-antiproton collisions seemed so re-
mote that no calculations of the cross-section had been
considered. However, the required cross-section is rather
simply related by charge conjugation and time rever-
sal invariance to the cross-section for positronium for-
mation in positron-hydrogen collisions, a process which
has received extensive theoretical attention for several
years.(4~6)

Starting with the process of interest

Ps+p— H+e ( cross-section o),

(4)
the charge conjugate system is

Ps+p— H+et (cross-section o),

(5)
and charge conjugation invariance requires oy = O
The time reversed process is then

H+et 5 Ps+p (6)

(cross-section o p,).



Time reversal invariance implies the symmetry of the S-
matrix which provides the following connection between
the cross-sections o and op,. Consider a positron col-
liding with a hydrogen atom in a state with energy and
orbital angular momentum quantum numbers n, and £,
respectively, to produce positronium with corresponding
quantum numbers n, and £,. If the cross-section for this
process is op,(n,, £5;ny, £;) then the cross-section for the
time reversed process is o5 (n,,{,; n;, £;), and

og(ny i ng, 6) = og(ny, 650y, 4y) (D
k? (22, +1)
= K_2(2£2 T I)UP,(ng,fz;nl,fl), (8)

where k and x are the wave numbers of the positron and
positronium respectively. They are related by energy
conservation such that (in atomic units)

EH+e+ = EPa+p

If the initial positronium and residual antihydrogen are
both in their ground states

kZ
oF=0g = FUP" (10)
where 1 ;
2_ 1= Zx?_ o,
k 25~ 3 (11)

This simple rescaling formula may be applied to the
various positronium formation cross sections already cal-
culated.

As we shall see, the peak in o3 occurs at low ki-
netic energies of the positronium relative to the antipro-
ton, corresponding to positronium formation in, and just
above, the Ore gap (6.8 - 10.2 eV for hydrogen). In the
Ore gap, where the only two open channels are elastic
scattering and positronium formation, the most accurate
results are probably those of Humberston(#), and Brown
and Humberston(®). They used a two channel version of
the Kohn variational method of the form

BRI R [
where £ = 2(H — E). (12)

The two components of the trial wave function, ¥,
and ¥,, represent positron elastic scattering plus positro-
nium formation and positronium elastic scattering plus
hydrogen formation respectively. Each component con-
tains many short range correlation terms with associated

Kll
K21

K].Z
K22

t
K%1
K3

t
K}2
K3
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variational parameters to allow adequately for the strong
electron-positron correlations. Investigations of the vari-
ations of the values of the K-matrix elements with re-
spect to systematic improvements in the trial functions
suggest that the most accurate results obtained in this
manner have converged to within a few per cent of the
exact values.

The partial wave cross-section for positronium forma-
tion is then (in units of wa?)

().

Results were obtained for s-, p- and d-wave scatter-
ing and compared with results from other simpler meth-
ods of calculation. The accurate variational values are
several orders of magnitude smaller than the results of
the Born approximation for s-wave scattering but only
a factor of three smaller for p-wave scattering, and for
the d-wave the difference between the two methods is
rather small. It is therefore reasonable to suppose that
the Born approximation provides quite accurate values
for the positronium formation cross-section for all higher
partia] waves. With this assumption, the total positro-
nium formation cross section in the Ore gap is as given
in figure 2. The Born results were first calculated by
Omidvar (unpublished).

K 2

1—-:iK

4(20 4+ 1)
Ps = k2

(13)
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Figure 2, Partial wave cross sections for ground state
positronium formation in positron collisions with atomic
hydrogen(*). The s-wave contribution is too small to
be shown on this scale.



At positron energies somewhat above the top of the
Ore gap, where the Born approximation is still not suffi-
ciently accurate for the low partial waves, the most reli-
able calculations of the positronium formation cross sec-
tion are probably those of Shakeshaft and Wadehra(®),
who used a distorted wave Born approximation and ob-
tained results in the positron energy range 13.6 - 200eV.
These results match on reasonably well at the lower end
of the range to the more accurate variational results.

Beyond 200eV the Born results of Omidvar may be
used.

These three sets of positronium formation cross sec-
tions produce, upon rescaling according to equation (10},
the hydrogen (antihydrogen) formation cross-section in
collisions of positronium with protons (antiprotons)
shown in figure 3(7. The peak value of the cross-section
is approximately 3.5 x 10~ 1¢m? at a positronium energy
of ~ 3.5¢V relative to the antiproton, corresponding to
an antiproton energy relative to the positronium of ~
3keV.
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Figure 3. Theoretical estimates by Humberston et
al(”. of the ground state antihydrogen formation cross
section from ground state positronium.

There is an interesting feature of the antihydrogen
formation cross section at very low positronium energies,
as is shown on the expanded scale in figure 4, with the
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cross section tending to infinity as k> — 0. The zero
orbital angular momentum contribution to oy is, from

equation (13),
K} ]
(1- Ky Ky + K3)? + (Kpy + K22)2(14)

o

4
)

and the K-matrix elements have the following behaviour
as the positronium threshold is approached from above:

K, — const.

K, — «} } Kk — 0 (15)

Kyp— &
so that

1
o —

©
oF <

as k — 0,

(16)

as is to be expected for an exothermic reaction such as
this. However, the rate of production of H is vog
ko — finite const. as k — 0.
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Figure 4. Low energy portions of figure 3 on expanded
scales.

Thus far we have considered the formation of antihy-
drogen in its ground state, using positronium also in its
ground state. It would be equally acceptable to form
antihydrogen in one of its excited states, and several au-
thors have recently considered this process. Darewych(®
used the first Born approximation to calculate the cross
sections for antihydrogen formation into the 1s,2s,2p
and 3s states and his results are shown in figure 5. As
can be seen, these excited state formation cross sections



are comparable to the ground state formation cross sec-
tion at low positronium energies and, therefore, make a
very significant contribution to the total formation cross
section. Almost certainly the Born approximation signif-
icantly overestimates the s-wave contributions to each of
these cross-sections, as it does for the ground state, but
even if this partial wave contribution is totally supressed
the excited formation cross sections remain significant,
as shown in figure 5.

o (07 o)
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Figure 5. Cross sections for antihydrogen formation
in various states from ground state positronium accord-
ing to Darewych(®). Full curves; Born approximation:
broken curves; s-wave subtracted Born approximation:
chain curve; ‘exact’ results of Humberston et al(")

Similar investigations, also using the first Born ap-
proximation, have recently been conducted by Nahar and
Wadehra(® and are shown in figure 6. They obtained
good agreement with Darewych for the s-state but not
quite so good for the p-state, where Darewych had used
an approximate method to evaluate some of the angular
integrals. These authors attempted to include the contri-
bution to the total antihydrogen formation cross section
from even higher energy states by making use of the fact
that, at sufficiently high energy, the Born cross section
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for antihydrogen formation into a state with quantum
numbers n, £ is

og(n, £) « ni:” (1M

However, such a scaling formula is almost certainly not
valid in the low energy range of interest here.
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Figure 6. Cross sections for antihydrogen formation in
various states from ground state positronium according
to the Born calculations of Nahar and Wadehra.(9)

Ermolaev et al(19) used classical and semiclassical
methods to investigate the same formation cross sections,
and their total results for formation of antihydrogen into
all states with n < 3 are shown in figure 7. Although
the low mass of the incident positronium must cast some
doubt on the validity of such methods for this system,
the results are, nevertheless, in tolerably good agreement
with the quantum mechanical results.



ORIGINAL PAGE S
ofF POOR QU
100 : — : —
= ' ',,}«’ T_: ~3
#e wE - ,l, \\§ E
2 RN ]
b N ]
§ AN
= N
* 10p NN T
g f I
2 . ]
(] }‘ 4
t,
01 }\ 3
W e T 9 W

Proton Energy (keV lab)

Figure 7. Total antihydrogen formation cross-sections
from ground state positronium according to Ermolaev(1?)
—-wj impact parameter method: e; classical trajectory
Monte-Carlo: - ; Born approximation (Darewych(s)).

In all the investigations described so far, the incident
positronium has been assumed to be in its ground state,
but antihydrogen formation from positronium in excited
states should also be considered.

Nahar and Wadehra(® have used the Born approxi-
mation to investigate the formation of ground state anti-
hydrogen in collisions of excited state positronium with
antiprotons. They included the positronium states with
n=1 and 2 explicitly and again used the scaling law given
in equation (17) to estimate the effect of all other states.
Their results are given in figure 8. .
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Figure 8. Cross sections for ground state antihydrogen
formation from various states of positronium according
to the Born calculations of Nahar and Wadehra.(®)

These Born calculations were not conducted at very
low energies around the peak in the antihydrogen forma-
tion cross section and, even had they been, they would
probably have suffered again from a similar overestima-
tion of the low partial wave contributions to that men-
tioned previously. Nevertheless, it is very likely that an-
tihydrogen formation from positronium in excited states
will make a further very significant contribution to the
total antihydrogen formation cross section.

Taking all these contributions into account, it would
not seem unduely optimistic to predict a total antihydro-
gen formation cross section of at least 20ma2. With the
expected currents of positronium and antiproton, this
cross section suggests a possible rate of production of
antihydrogen atoms of a few per second.
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ANTIPROTON-MATTER INTERACTIONS
IN ANTIPROTON APPLICATIONS
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ABSTRACT

By virtue of the highly energetic particles
released when they annihilate in matter,
anliprotons have a varlety of potentially
important applications. Among others, these
include remote 3-D density and composition
imaging of the human body and also of thick,
dense materials, cancer therapy, and spacecraft
propulsion. Except for spacecraft propulsion,
the required numbers of low-energy antiprotons
can be produced, stored, and transported through
reliance on current or near-term technology.

paramount to these applications and to
fundamental research involving antiprotons 1s
knowledge of how antiprotons interact with
matter. The basic annihilation process is fairly
well understood, but the antiproton annihiiation
and energy loss rates in matter depend In
complex ways on a humber of atomic processes.
The rates, and the corresponding cross sections,
have been measured or are accurately
predictable only for limited combinations of
antiproton kinetic energy and material species.
However, our knowledge has been improving in
two areas: in energy loss and annihilation rates
at Tow KeV energies and below, where adiabatic
jonization, elastic scattering, and nuclear
capture are Important, and in differences
between antiproton and proton  atomic
interactions with matter at high KeV and MeV
energies. At present, estimates of annihilation
and stopping rates adequate for planning
purposes can be made in most aspects of the
applications.
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| INTRODUCTION

Over the past several years it has been
recognized that antiprotons, like positrons, have
potentially important practical applications.!
In each of these applications, some of which
may be instituted within the next few years, the
manner in which antiprotons interact with
matter while moving through it, in terms of
energy loss during slowing and energy
production when they annihilate, 1s of
considerable significance. Of particular
significance is the fact that the slowing and
annihilation rates are wholly determined or

strongly influenced by atomic interactions.2

A description of the interactfon between
antiprotons and matter is the main purpose of
this paper; it is discussed specifically in
Sections IV, and VL The possible
applications, and the means of achieving them,
are briefly described in Sectfon IV. The nature,
significance, and properties of the various
forms of antimatter, with emphasis on
antiprotons, are summarized in the following
section along with some historical notes.

i BACKGROUND

The concept of antimatter, albeit in a
gravitional context, goes back to the last

century.3 Antimatter in its modern form was
first postulated by Dirac in 1931.4 Anderson
discovered the positron (antfelectron) in 1933,



and Chamberlain et al. discovered the antiproton
in 1955.6 Around this time it was accepted that
the already-discovered positive pion and
positive muon were the antiparticles of their
negative counterparts, and subsequently an
increasing number of antiparticles were
discovered, including the antineutron.

We now know that for every fundamental
particle there 1s a corresponding antiparticle
whose strong and electroweak internal quantum
numbers (e.g. electric charge) are opposite in
sign to those of the particle. Some
antiparticles, like those of the photon and
neutral pion, in a given state are each identical
to their particle in another state, so particle
and antiparticle are not distinguished. All
antiparticles have the same lifetimes as the
particles and, apparently, inertial masses, but
there is reason to believe that some may have

different gravitational masses.?

It 1s possible, at least in principle, to
construct antinuclei, antiatoms, antimolecules,
and even antisubstance from antiprotons,
antineutrons, and positrons. Light antinuclel are
observed in high energy accelerator experiments
and in cosmic rays. The simplest antiatom, the
antiprotium isotope of antihydrogen, is yet to be
made although there are motivations8 and plans9
to do so.!0  Theoretical work concerning
antihydrogen and other antfatoms began about
20 years ago.11,12,13  Since antimatter, from
particle through substantive form, is the mirror
image of matter in a number of respects, it is
also termed "mirror matter”, a term promoted by

Forward. 14

The cosmological significance of
antimatter was recognized in the 1950's and
1960's by Alfven, Klein, Harrison, Omnes, and
others.!S Models of the early universe include
Its presence at the initial or a very early stage,
but definitive observations of cosmological
antimatter or its consequences inciude only that
which may have been or {s being produced in
later stages by matter interactions.16 There is,
however, a feature in the cosmic gamma ray
background that suggests antiproton
annihilation in the universe at a red shift of
about 100, but this evidence of primordial
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antimatter is not conclusive. 17

In addition to their role in improving our
knowledge of physics and astrophysics,
antiprotons may, as positrons do, have practical
applications. Some years after Sdnger
suggested using positron-electron annihtlation

to propel interstellar spacecraft in 1953,18
NASA reconsidered the issue of annihilation
propulsion in the 1970's,19 and Morgan
developed the basic concepts that might allow
use of antiproton annihilation for both

interplanetary and interstellar propulsion.20
That application may have to wait decades for
the reguired amounts of antiprotons to be
avallable (e.g. roughly one gram for a high
performance Interplanetary mission). More
recently a number of individuals (in particular
Kalogeropoulos2!) and organizations have
discovered and investigated practical
applications for antiprotons that are more
readily attainable. These include remote 3-D
density and elemental composition mapping of
the interfor of materials22 including the human
body,2! cancer therapy,2! eqaution-of-state and
opacity measurements,23 and others mentioned
In Section 1V. Most of the applications require
no more antiprotons than could be produced,
captured, and transported with current and near-
term attainable technology.!

[t  BASIC ANNIHILATION PROCESSES

Most of the antiproton applications depend
strongly on the energy and other characteristics
of the annthilation products. These particles
and gamma rays can deposit substantial amounts
of energy in the matter around the point of
annihilation, yet retain enough of their large
energy to pass through substantial distances to
exit the matter and be readily detected.

In contrast to the annihilation of a
positron with an electron, which proceeds
almost entirely through an electromagnetic
interaction and produces two or more gamma
rays, an antiproton annihilates predominantely
through a strong interaction and fnitially
produces other hadrons, mainly pions. When a



slow antiproton (p-), with an energy around a
few MeV or less, annihilates with an individual

proton (p*) at rest, the result is

p=+p*t - 1S+ 15N +20Mn°+
kaons + others , ()
mo - 2y, 2)
mE o W, (3)
uE - et+ vetwvy, (4)
et e’ o 2y, (5)

where 71 denotes a pion, y denotes a gammma ray,
i denotes a muon, e denotes electrons and
positrons, and v denotes both neutrinos and
antineutrinos.

In reaction | the average numbers of pions
produced are given, there being a great number
of possible outcomes to the reaction. About 4%
of the annihilation energy goes Into kaons
(mainly) and other particles (including rarely

two or more gammas). In reaction 2 the m©°

lifetime is so short that the 70 traveis only
microns before decaying. in reaction 4 with the
lower sign, the product electron will remain in
the environment, and in reaction 5 the electron
annihilating with the positron is a different
(very llkely) electron from that environment.
Thus the end products of the annihilation are
gamma rays and neutrinos. The energies and
lifetimes of the pions and subsequent gammas

and muons from the annthilation of p~ + p* are
given in Table 1. The annihilation energy for
reaction 1 1s 1876.51 Mev, the mass energy of
the proton plus the equal mass energy of the
antiproton.

The relavent processes in  most
applications occur at a time after the neutral
pions have decayed but before the charged pions
(or in some cases, before the muons) have
decayed. Because the relevant properties of
kaons do not differ extremely from those of
plons and because the neutral plons travel such
a short distance before decaying, it is therefore
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usually adequate to assume

p~+p*t - 16MWMr+ 16T +40y, (6)

where, using the same mean energies as in Table
1, the artificial increase in the mean numbers of
charged pions accounts for the 4% of energy

going to other particles.

Tablel. The energies and lifetimes of the pions
and subsequent gammas and muons from the
annihilation of p- + p+ at low relative speed
with the center of mass at rest. It is assumed
that the pions undergo no energy or number 10Ss
before decaying. Based on informayion from a
variety of sources.

Mean Num- Mass Mean Kin-

Par- ber/An- Energy eticEnergy Life-

ticle nihilation /MeV /MeV time /s
m+ 1.5 139.58 235 260x10-8
10 2.0 134.98 203 9. xl10-16
- 1.5 139.58 235 260x10-8
y 40 0 169 oo
1R 1.5 105.66 189 220x10-6
[T 1.5 105.66 186 220x10-6

The annihilation of an antiproton with a
neutron is about the same as annihilation with a
proton, except that the mean number of negative
pions is one greater than the mean number of
positive plons and the number ratio of charged
to neutral pions is somewhat greater. Depending
on the nuclear environments of the neutron and
proton, the cross section for annihilation with a
neutron 1S about 0.75 times the cross section
for annihilation with a proton.

when an antiproton annihilates with a
proton or neutron in a nucleus other than that of
protium ('H), the above desrciption of the
annihliation is altered. Some of the annthilation
products interact with the remainder of the
nucleus giving rise to additional products that,
depending on the atomic number of the nucleus,
may include light nuclear fragments consisting



of individual neutrons and protons as well as
deuterons, tritons, helions, alpha particles, etc.
Details are given in Ref. 24 and 25 and in the
references quoted there. The results of a siow
antiproton annihilating in a uranium nucleus are
given in Table 2. Likewise the details of the
annihilation are altered when the antiproton has
an appreciable kinetic energy (several MeV or
greater). Besides the additional energy, the
antiproton may annihilate within the nucleus, as
opposed to on the surface, and the distribution
of inftial annihilation products is tilted toward
the nucleus. These factors lead to more and
more energetic secondary products. For
yuranium, the fraction of annihilation energy
going into the kinetic energy of the charged
nuclear fragments increases by roughly 35% as
the incident kinetic energy increases from zero

to 100 MeVv.25

Table 2. Annihilation Energy Partition when a
stow antiproton annihilates in a uranium nucleus
at rest, compared to annihilation with a proton.
The fission energy includes the energies of
fission Gamma rays (0.4 %) and the kinetic
energies of the fission neutrons (0.5 %) and the
daughter nuclei. Based mainly on information in
Ref. 24,

Percent of Proton-Antiproton
—Annihilation Energy
Partition In Uranium with
Category Nucleus Proton
Fission Energy 10 0]

Neutrons (Non-Fission)

(Kinetic Energy) 18 0
Charged Fragments

(Kinetic Energy) 16 0
Charged Pions

(Kinetic Energy) 28 38
Neutral Pions

(Kinetic Energy) 10 22
All Pions

(Mass Energy) 26 36
Other (Kinetic and

Mass Energy) 2 4
Total 110 100
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The direct annihilation cross section for
antiprotons on protons is the cross section for
annihilation when there is no intervening state
between the antiproton's state of free motion
and 1ts annihflation. It is known experimentally
for antiproton kinetic energies from about 20
MeV to about 10 GeV.26 At the lower end of this
range, the scattering is predoninately s-wave,
S0 it may be extrapolated to lower energies
with the 1/v law, where v is the speed of the
antiproton relative to the nucleus. Below 10
MeV it is necessary to include the coulomb
correction factor, which represents the
enhancement of the cross section due to the
attraction between the antiproton and proton.

The result ist!

6 =0.19 (c/viTrody/(1-e-Y) | (7)

with y=2nac/v ,

where  y/(1-e~¥) is the coulomb correction

factor, ¢ Is the speed of light (2.998 x 1010
cm/s), ro Is the classical electron radius (2.82 x

10-13 ¢m), and @ is the fine structure constant
(17137.0). The cross section {s shown in Figure
1. Eq. 7 does not apply for energies around 20
eV and below where p- capture in the p- + H
(hydrogen  atom) rearrangement reaction
(Section VI) becomes important. Radiative
capture is unimportant at essentially all
energies. 11 '

100 T T T T T

10 -

[ v 7
Neglecting

0/1'”'02

coulomb i
01 attraction
0.01 1 1 I | 1
0.001 0.01 01 1 10 100 1000
Ir=(1-p2)-1/2- 1
Fig. 1. Cross section (o) for annihilation of

antiprotons in hydrogen, carbon, aluminium, and
copper. ro is the classical electron radius, I' is
the ratio of antiproton kinetic energy to rest
mass energy, and 3 = v/c.



Cross sections for direct antiproton
annihilation in carbon, aluminum, and copper
nuclei have been measured for energies from
about 100 MeV to about 200 GeV.27 They are
also shown in Fig. 1. A formula that fits these
data below about 10 GeV and may allow

extrapolation to heavier nuclei is: 25

o="1(1.35A1/3+0.83)2 x (8)
(p/ 600 MeV/c)-B x 10-26 cm2,

with B = 05A-04 ,

where A is the atomic weight of the nucleus and
o0 is the antiproton momentum. Data are needed
for a wider variety of nucleitl and energies.

IV APPLICATIONS

The number of antiprotons required in each
application event in the applications mentioned
below varies from roughly 106 to 1012, The
larger of these figures is also the approximate,
current upper limit on the number that probably
can be transported in a storage device on a
truck.28 That device might be a storage ring, a
Penning-like trap, or another kind of fon trap.
For currently achievable vacuums, the lifetime
of the antiprotons could be a few weeks to
several months.

Antiprotons are currently produced in
particle accelerators by bombarding nuclei with
protons with energies of a few tens of GeV to a
few hundred GeV. The potential production rate
of storable antiprotons (i.e. slowed to KeV
energies) for each of a few current or planned
accelerators, as they are or with well
understood modifications, 1s about 1016 per
year.29 with current and foreseeable
technology, it may be possible to construct an
accelerator specifically for antiproton

production giving 1 mg (6 x1020) per year.30
Reasonable speculations exist on means to
produce gram or even kilogram amounts per

year.3!
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Antiprotons can be used to obtain three
dimensional "x-rays” of materials,22 including
the human body,21 by directing a narrow beam of
them into the material The annihilation
products can pass through a meter of condensed
materials of light elements or at least a few
centimeters of those of heavy elements and
remain detectable.  Reconstruction of their
paths allows the coordinates of annihilation
points to be determined as functions of beam
direction and energy. The depth of penetration
up to the anihilation point is a function of the
energy and integrated density of the materiatl,
with some dependence on elemental
composition. Thus one may obtain a density map
of the interior of the material. Resolutions of
about 1 mm or less appear obtainable. The
radiation dosage is about one tenth the value
resulting from procedures using x-rays that
accomplish the same quality of density map. By
combining this technigue with measurements of
the x-ray spectrum given off by the antiprotons
captured by nuclei prior to annihilation, one
might also obtain a 3-D map of the elemental

composition.2!

Antiprotons may be valuable in cancer
therapy2!.32 and in healing defects within a
material22,33 because, in a condensed material,
a 31gn1ficant portion of their combined kinetic
and annihilation energy is released close to the
point of annihilation. The Bragg peak in the
energy loss as a function of distance travelled
{s narrow, most annihilations occur only after
the antiprotons have stopped, and the flux of
annihilation products decreases as the inverse
square of the distance from the annthilation
point. Additionally, for most relevant
materials, a significant fraction of the
annihilation products are protons that usually
stop within a few centimeters. For an
antiproton beam in water, roughly 100 MeV per
particle 1s deposited within about S mm of the
aim point. The remainder is spread thinly over
the surroundings or escapes.

For equation-of-state and opacity meas-
urements in a small laboratory, transportable
antiprotons may allow  pressures and
temperatures comparable to those available in a

Jarge facility.22 The antiprotons are used to



Induce fissions In fissile material placed next
to the materfal sample under Investigation.
Essentially one fission results per anni-
hilation,24.34 and the exploding fissile material
(a very small amount) compresses and heats the
sample. To assess feasability it {s important to
know how short in duration the pulse of
antiprotons could be made and how the fractions
of stopped antiprotons and deposited fragment
energy depend on fissile material size.

Roughly speaking, antiproton annihilation
propulsion of spacecraft could make exploration
of the solar system like exploration of the earth
by steamship, and its near-light-speed
capability over longer distances could make
travel to nearby stars a reality. Reasonable
concepts  exist = for annihilation rocket
engines,35-38 for means of producing solid
antihydrogen (required storage form of
antiprotons),39 for antihydrogen storage, 36,37
for  extracting antiprotons from  solid
hydrogen,36 and for other necessary processes
and hardware, However, the amounts of
antiprotons required per missfon, milligrams
(earth to orbit) through tonnes (interstellar),
are well beyond current means to produce.
Nevertheless, available amounts of antiprotons
allow many worthwhile experiments that can
explore and validate these concepts.35,40

For most annihilation engine concepts, the
basic problem is to get the antiprotons well into
the annihilation/propellant medium without
annihilations  occuring  elsewhere, while
containing (e.g. with magnetic fields) a large
fraction of the annihtlation products as they
transfer their energy to the medium. Hence the
importance to propulsion of the slowing and
annihilation rates of antiprotons in matter.
Knowledge of antiproton interactions with
matter are likewise important in other aspects
of annihilation propulsion.

Two means have been suggested in which
antiproton annihilation is coupled to nuclear
fusion processes. Inone, antiproton annihilation
initiates a deutertum/tritium fusion reaction in
a bomb configuration.4! The minimum number of
antiprotons required is probably on the order of
1017 or 1018, which will be very expensive to
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produce, at the least, for some time to come. In
the other, deuterium and tritium are introduced
into the combustion chamber of an annihilation
engine In which the annihilation/propellant
medium {s in a gas or plasma state42 The
muons from pion decay then induce fusion of the
deuterium and tritium nuclef through the muon-
catalyzed-fusion process.43 The extra energy
might double or triple the energy output of the
engine for little additional mass. 35 |n the
‘plasma-core” engine,36 the temperature and
density are sufficiently high that deuterium-
tritium fusfon would occur without the presence
of muons. Whether such an engine could sustain
a fusion reaction if the antiprotons were turned
off is not known.

v SLOWING AND ANNIHILATION RATES

In most applications and many physics
experiments, it is important to know how
antiproton kinetic energy and annihilation
probability depend on initial energy, distance
traveled through a material, and composition of
the material.

For antiprotons in hydrogen at energies
above 20 eV, Eq. 1 may be multipiied by the
atomic number density, n, to give an
approximation for the annihilatfon probability
per increment of the distance, x, traveled (the
annthilation rate):

dP/dx = 0.19 n(c/vITre2y/(1-e-Y) , (9

with y=271ac/v

For substances with atomic numbers equal to
carbon and above and antiproton energies from
100 MeV to 10 GeV, dP/dx may be obtained
similarly from Egq. 8. The result cannot be
extrapolated to lower energies without
knowledge of how higher angular momentum
waves and the coulomb correction factor are
involved in the data used In Eq. 8. A very rough
approximation at low energfes for other
materials may be obtained by multiplying the
right side of Eq. 9 by the two thirds power of



the mean atomic number, a rough measure of the
ratio of an effective nuclear cross sectional
area to that of the proton. Annihilation and
slowing rates below 20 eV in untonized or
partially ionized media are dealt with in the
following section.

For antiprotons in the low KeV range and
above, the slowing rate (-dE/dx, where E is the
antiproton kinetic energy in the rest frame of
the medium) {s aimost entirely due to transfer
of energy to atomic electrons in binary
collisions. A good approximatfon is provided by
the "Bethe formuia“44 which 1s based on the
Born approximation and applies to charged
particles in an unionized medium. For anti-
protons it is

-dE/dx =

8me4 (Nn/fE) In(fE/Im) , (10)

with = 4mem /(mM+me)2 = 4 me/m,

where e (= -48 x10-10 esu) is the electron
charge, N and Im are the mean atomic number and
jonization energy of the medium, and me (= 9.11

x10-28g) and m (= 1673 x10-24 g) are the
electron and antiproton masses. For most
elements, Iim/N = 13 eV. Some exceptions are
helium, berylltum, nitrogen, and calctum for
which Im/N s 24, 16, 11, and 11 eV
respectively. More accurate versions of £q. 10
exist that Iinclude relativistic corrections,
fmportant around | GeV and above, shell
corrections, Barkas-effect corrections, which
lead to different slowing rates for particles of
equal mass but opposite sign, and the block
correction.45  There is recent experimental
confirmation of the Barkas effect for
antiprotons (vs. protons) at low MeV energies,
and it has been confirmed that at least some
single and multiple ionization cross sections
are different for protons and antiprotons.46

Eq. 10 is probably accurate to within a few

tens of percent or better for E » Im/f (=5 to
500 KeV for hydrogen to uranium) but less than
| GeV. Such accuracy is consistent with the
magnitudes of the above theoretical corrections.
in addition, calculations of fonization and
excitation cross sections for antiprotons in
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hydrogen47.48 at such energles are in good
agreement for these energies with the cross
sections which, along with the final energies of
the jonized electrons, give Eq. 10.

For £ = 2.7 Im/f, -dE/dX has a maximum
(the "Bragg peak"), similar to that seen
experimentally for other charged particles. In
lieu of experimental information on antiprotons
at such energies, the accuracy, if not the form,
of Eq. 10 and the more accurate verstons 1is
questionable, however, for a number of reasons.
First, the perturbative nature of the calculation
may not be valid. Second, the electrons may not
be treatable as free particles for energy
transferral, as 1s assumed. Last, the equations
are certainly fnaccurate for E = Im/f, since the
fact that they give -dE/dx = 0 at E = Im/f is not
true. That energy is the cutoff below which the
antiproton (or any other particle with the same
mass) cannot transfer an energy equal to Im to a
free electron in a binary collision. An alternate
formula for Eq. 10 employs a more realistic,
distributed ionization energy.2 It may obviate
the need for shell corrections, and within the
Born approximation it gives a lower, more
realist cutoff energy since that cutoff can be
based on the minimum fonization (or excitation)
energy.

Eq. 10 is used to give the rightmost, nearly
straight portion of the curve in Fig 2 of
-dE/d(px) for antiprotons slowing in hydrogen,
where p is the mass density of the hydrogen. In
spite of the incorporation of p, ~dE/d(px) is still
dependent on the properties of the slowing
medium. Both the factor, N/A (A = medium's
mean atomic mass), which appears in Eq. 10

after division by p, and Im-1, which appears in
the 'argument of the logarithm, decrease (on the
average) as N and A increase. Thus materials
composed of heavier elements usualy have lower
values of -dE/d(px) than materials composed of
lighter elements.

Under most circumstances, knowledge of
slowing below the Bethe formula cutoff fis
inconsequential. In condensed media or gasses
at normal pressures, charged particles are then
moving so slowly that even small subsequent
energy loss leads them to thermal energies ina



very short distance (a few mm or less) if they
have not already decayed (if unstable) or been
captured (if negative). However, if slowing is
purposely used as a means to produce
antiprotons at low and sub KeV energies or if
rocket engines with very Jlow density
annihilation media should seem  worth
considering, then knowledge of slowing
mechanisms around and below the cutoff can be
necessary.
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Fig. 2. Energy loss rate (per unit distance-
times-density) for antiprotons slowing in
unionized hydrogen. p is the mass density of
hydrogen and E 1s the antiproton kinetic energy
in the 1ab frame.

There are at least two mechanisms that
lead to energy loss around and below the cutoff
but still above about 20 eV where antiproton
capture begins to become likely: adiabatic
excitation and fonization of atomic electrons by
the antiprotons and elastic scattering of the
antiprotons by whole atoms (or molecules). In
the former, the presence of the antiproton near
a nucleus lowers its effective charge, so an
electron may move to a higher state, or be
ionized, and remain in the altered configuration
when the antiproton, having therefore lost
energy, leaves. In the latter, the antiproton
loses energy in the lab frame, on the average,
as long as its kinetic energy is above the mean
thermal energy of the medium.
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An approximate, but complicated formula
for energy 1oss by heavy negative particles due
to elastic scattering by atoms is given in Ref. 2
and 35. It assumes the atoms are free and
separated by at least a few Bohr radii, so it
applies to gas media and with less accuracy to
some condensed media. For antiprotons in
hydrogen this formula gives the leftmost, fairly
straight portfon of the curve of -dE/d(px) in Fig.
2. A consequence of the model employed there
for the particle-atom potential energy, V, (a
raised coulomb potential, cutoff when V=0) 1s
that the scattering (classical) is exactly
backwards for a particular particle energy in
the center-of-mass system for all impact
parameters for which V#0. If a negative
particle at this energy encounters an atom of
equal mass it stops dead in its tracks in the
rest frame of the atom (lab frame
approximately); if it encounters a more massive
atom it reverses direction in that same frame.
Hence the term, "brick wall” scattering, for this
process. The particular energy is about 10 eV
for antiprotons in hydrogen, so the capture
process may dominate, but for media with
heavier atoms it occurs at higher energies (60
eV in carbon) for which capture may be less
important. There are apparently no experiments
or more accurate calculations that bear on the
reality of this possible phenomenon.

A rough consideration of adiabatic

excitation/ionization3S indicates that it may be
important for antiprotons in hydrogen at
energies around | KeV but that energy loss by
elastic collisions is more important around and
below a few hundred eV. Other loss mechanisms
at these energies may be vibrational and
rotational excitation of molecules and the
creation of phonons and similar entities.

Division of the energy loss process into
particular mechanisms operating over particular
energy ranges Is in part a consequence of a need
to find relatively simple, pictureable, and
tractable means of describing and calculating
the process. The particle-electron collision
mechanism, that leads to the Bethe formula for
the slowing rate, and adiabatic excitation/
fonization are perhaps better described as high
and low energy approximate views of a single




process. This is borne out by Ermolaev's recent
calculation of excitatton and ionization cross
sections for antiprotons on hydrogen atoms.47?
The total excitation/ionization cross section is
smooth and roughly constant from 2 to S0 KeV

(2.3 to 1.5x10-16 cm2). This range includes the
Bethe formula cutoff at about 6 KeV and the
Bragg peak at about 16 KeV. If it assumed that
the mean energy loss per collision in that range
varies from 10 eV at the low end to 30 eV at the
high end, then the portion of the curve of
-dE/d(px) in Fig. 2 around the local maximum
results. Portions of the curve around | KeV and
around 200 KeV are interpolations between the
elastic scattering result on the left, the
Ermolaev-based resuits in the middle, and the
simple-Bethe-formula resuits on the right.

dE/dx .

{ dominant system
ev/cmi  apsorbing energy:

I° ~protons  electrons l
«— —>

o 1
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Fig. 3. Energy loss rate (per unit distance) for
antiprotons slowing in a fully fonized hydrogen
plasma at a temperature of 106K and an atomic
number density of 3.6 x1018 / cm3. E is the
antiproton kinetic energy in the lab frame.

For antiproton siowing in fully lonized
plasmas one ray use Langmire’s formula.49
Application to a hydrogen medium with a
temperature of 106 K and an atomic number
density of 3.6 k1018 (conceivable conditions
within a plasma-zore annihilation engine) yields
the result for -di/dx shown in Fig. 3. Here the
slowing rate is rot exactly proportional to the
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density so p cannot be factored out; resuits
must be given for particular densities. Such
factorization is approximately correct at high
energies for which, interestingly, the siowing
rates in Fig. 2 and 3 are about the same.

Once an antiproton reaches thermal energy
in a plasma (usually doing so Dbefore
annihilating), it diffuses and eventually
annihilates. For the above plasma, annihilation
will occur within a few millimeters and within
several microseconds of the point and time at
which it thermalizes.S0

VI  REARRANGEMENT AND CAPTURE

At low- and sub-eV energies in media that
are not largely ionized, antiproton slowing and
annihilation rates are thoroughly dominated by a
rearrangement reaction in which the antiproton
loses energy and becomes bound to (captured by)
a nucleus, while the electrons absorb that
energy, most likely through ionization.2.11 12,51~
53 Once captured, the antiproton cascades to
lower energy levels, while emitting x-rays, and
eventually annihilates in the nucleus.54 For
antiprotons that have not annihilated before
slowing to energies around 1 eV and below
(normally most of them), the cross section for

this process is so high ( > 20TTa2, a = Bohr

radius = 5.29 x10-9cm) that final stopping and
annihilation occur within lengths that can be
measured in interatomic distances in all media
but dilute gasses.

For antiproton energies around or below
20 eV relative to the medium, the antiproton's
speed will be less than 0.03 of the mean speed
of the least bound electrons (slowest) of an
atom of the medium. Thus the abiabatic
approximation applies to the response of all of
the atomic electrons to the influence of an
incoming antiproton as long as the mean speed
of any electron does not decrease considerably.
in this approximation, also called the Born-
Oppenheimer approximation, the wave function



of the electrons at any instant is taken to be the
wave function the electrons would have if the
antiproton were stationary at its location at
that instant. In addition, an antiproton at 20 eV
or less can transfer no more than a small
amount (0.04 eV) of {ts energy to an electron in
a binary encounter.  Thus, any significant
transferral of energy will occur adiabatically.

As the antiproton passes by or within the
atom, the electrons will adiabatically
reconfigure themselves into a state of higher
energy, since they are repelled by the
antiproton. That extra energy is taken from the
kinetic energy of the antiproton. There are then
three possibilities: (1) the antiproton leaves,
gaining back the energy from the electrons as
they return to their initial configuration, (2) the
antiproton leaves, having lost energy to to the
electrons, which are left in a higher energy
state (adiabatic excitation/ionization spoken of
above at higher energies), or (3) the antiproton
becomes permanently bound to the nucleus with
the electrons left in a negative-ion state
(possibly excited) of an atom with atomic
number one less, or one or more electrons ionize
while the remainder are in a neutral or positive-
lon state of that new atom (possibly excited).

The first possibility is always possible; it
will certainly occur for sufficiently high
angular momentum waves of the incoming
antiproton (ie. large Impact parameters
classically). Indeed, if the adtabatic condition
were perfectly satisfied, it is the only
possibility that could occur. The second
possibility can occur, in particular at the higher
antiproton energies (and therefore speeds)
considered earlier, because at least one of the
electrons will slow down to a speed more
comparablie to that of the antiproton as it moves
to a less bound or an unbound state. Under that
condition, its portion of the wave function can
no longer change rapidly enough to follow the
changing influence of the antiproton to satisfy
adiabaticity. It is this latter fact that allows
the excitation or ionization to be permanent.
The third possibility, of main concern here,
similarly requires a breakdown in the adiabatic
approximation.
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In the second and third possibilities, the
low energy of the antiproton for the range under
consideration requires that at least one electron
slow down considerably and/or the antiproton
speed up considerably for the adiabatic
approximation to break down. The former can
occur {f an electron moves to a state of nearly
zero energy, either highly excited or ionized.
The latter can occur if the antiproton gets close
enough to the nucleus for its attraction to
increase its kinetic energy considerably.

For an antiproton to excite or ionize a
hydrogen atom (essentifally same mass as the
antiproton) without being captured requires that
there be at least 10.2 eV (minimum excitation
energy) of kinetic energy in the center-of-mass
(c.m.) frame, so the antiproton must have an
energy of at Teast 20.4 eV in the rest frame of
the atom (lab frame approximately). This is
consistent with eartier statements that
adiabatic excitation/ionization (without cap-
ture) becomes unimportant toward the lower end
of the eV energy range. Capture of the
antiproton with the electron remaining in a
negative tfon is impossible for hydrogen. Capture
into a state of protonium (bound p*-p-) that is
just barely bound, with fonization of the
electron to a state of zero energy, requires that
the antiproton energy (lab frame) be no more
than 27.2 eV (kinetic energy in c.m. frame = 13.6
eV = fonization energy). If the antiproton had
any additional energy, it would would have to be
carried off by the electron, but with reference
to statements above, it appears unlikely that
this additional energy could be more than a
relatively small amount. Capture into protonium
states of greater binding energy requires that
the antiproton energy not exceed progressively
smaller amounts.

For hydrogen, therefore, rearrangement
(1.e. capture and fonization) is unlikely for
energies above about 20 eV, but as will be seen,
it is very likely at lower energies. This dividing
line is probably roughly the same for other
atoms and for molecules because it is the outer
electrons that will respond most strongly to the
antiproton.



Using a semiclassical method, Morgan and
Hughes calculated the cross section for
antiproton - hydrogen atom rearrangement for
energtes from a few eV down to about |
meV.11,12 An approximation that may be
applicable for any neutral atom, accurate below
about 2 eV for hydrogen, is

o = n(2(1+m/Me2a/E)1/2 (1
where o is the rearrangement cross section and
thence the annihilation cross section, M is the
mass of the atom, and a is its polarizability
(4502 a3 for hydrogen). They assumed, as had
others in reference to negative pions and
muons,55 that the rearrangement takes place
whenever the antiproton passes closer than a
certain distance, Re, to the proton. Rc is called
the critical radius; it is the maximum distance
(0.639a, S5) between the proton and antiproton
for which there are no bound states for the
electron in the adiabatic approximation.

A feature of the interaction that helps
with the accuracy of their results is that the
inner turning point of the antiproton orbit
relative to the proton is a discontinuous
function of the impact parameter. For energies
below a few eV, the inner turning point is well
outside of Re (no rearrangement) or it is well
inside it (100% rearrangement probability
assumed). Their more acurate calculation is
based on the exact antiproton - hydrogen atom
interatomic potential, while Eq. 11 is based on
the long range, induced dipole part of that
potential energy, -e2a/(2R4), where R is the
proton-antiproton separation. [t 1S the long
range part of the potential energy that
principally determines the value of impact
parameter at which the discontinuity occurs.
Since the energy-dependent impact parameter at
which the discontinuity occurs is typically
several Bohr radif, the rearrangement Cross
section is quite large.

As the antiproton approaches to within a
short distance of Re, the adiabatic
approximation breaks down as the antiproton
speeds up and the electron, whose wave function
has expanded considerably as its energy
approaches zero from below, 1s slowing down.

239

At this time the electron motion becomes
decoupled from the motion of the antiproton.
Considering this process in detail, Morgan has
made an estimate of the probability that the
electron will reattach itself to the proton as
the antiproton returns to the vicinity of ReS2
The probability is 20% for E < 1 eV that
rettachment will occur with the antiproton
proceeding away from the atom and the electron
returning to 1ts initial state, so Eq. 11 and the
"more accurate” results might be more correct
it the cross section were multiplied by 0.80.
For energles of a few eV and less the
rearrangement cross sections can be so high
that the separate cross sections overlap within

each layer of molecules in a solid or liquid.S6
This means that antiprotons at these energies
will be captured and will annihilate within the
first few molecular layers of the substance,
with the actual values of the cross sections
under these circumstances being less than given
by Eqg. 1.

VIl ROCKET ENGINE INJECTION ENERGIES

Information on the annihilation and energy
loss rates of antiprotons in hydrogen is
adequate to determine the antiproton injection
energy required to center the annihilation region
within the engine when the annthilation/
propellant medium is hydrogen. Additionally one
may determine the fraction of annthilations that

occur away from the center.SO Results for two
engine types will be sumarized.

In a gas-core engine the hydrogen medium
is heated by the charged pions and subsequent
muons and electrons which are confined by a
magnetic field as they lose their energy. By
design the antiproton injection rate and
consequent heating rate relative to the mass
flow rate of hydrogen is insufficient to produce
significant ionization. A typical density within
such an engine is about 10-3 g/cm3 and a typical
combustion chamber radius is roughly 1 m.
Under these conditions the approximate nature
of -dE/dx (as shown in Fig. 1) below about 500



KeV is inconsequential since any reasonable
values of -dE/dx will make distance traveled
from 500 KeV to stopping be a very small
fraction of engine size.  Additionally the
rearrangement-capture process is so strong and
the subsequent annihilation process so fast that
when the antiprotons come close to a stop they
annihilate before moving any significant
distance. Thus one may employ Eq. 9 and 10 for
annthilatfon and slowing rates and assume that
reaching 500 KeV is tantamount to stopping.
Thereby the required injection energy that leads
to the antiprotons stopping at the center of the
engine s 14 MeV, and the fraction of
annihilations that occur before the antiprotons
reach the center is only 0.025.

in a particular concept for a plasma-core
engine, the medium is fully ionized hydrogen at
a temperature of 106K and a number density of
3.6 x1018 fonized atoms per cm3. The results
shown in Fig. 2 and Eq. 9 combine to give 1.3 MeV
for the Injection energy If the engine radius is !
m, and the fraction of annihilations occurring
before the antiprotons thermalize is only 0.003.
Once they thermalize, they undergo direct
annthilatton before moving but a small fraction
of the size of the engine.

VIII CONCLUSIONS AND COMMENTS

There a number of potentially important

and feasible practical applications  of
antiprotons. In these, knowledge of the
interactions of antiprotons with matter is

necessary, and in particular, formulae for the
annihilation and slowing rates of antiprotons in
matter are required.

The annihilation rate in hydrogen appears to
be known with fair accuracy for all important
antiproton energies, but the values for energies
in the low MeV range and throughout the KeV and
eV ranges need experimental confirmation. The
annihilation rates in other substances are known
experimentally for only a limited number of
cases and only for energles of a few hundred
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MeV and above. Experiments and/or experi-
mentally confirmed formulae are needed for
other substances and for lower energies for all
substances.

Formulae for the slowing rate are accurate
around and above an energy that is in the high
KeV range for hydrogen up to the low or mid MeV
range for substances with higher atomic number.
Experiments and/or experimental confirmation
of these or other formulae are needed at lower
energies.

Present information on the interactions is
often adequate for estimates in planning the
applications, but improved knowledge is
required for the actual design of procedures and
equiptment and for the interpretation of the
resultant information coming from each
application.
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ABSTRACT

Recent theoretical studies on positronium ions and molecules will be dis-
cussed. A positroniumionisa three-particle system consisting of two electrons
in singlet spin state, and a positron.  Recent studies include calculations of
its binding energy, positron annihilation rate, and investigations of its doubly
excited resonant states. A positronium molecule is a four-body system con-
sisting of two positrons and two electrons in an overall singlet spin state. We
will discuss the recent calculations of its binding energy against the dissociation
into two positronium atoms, and studies of auto-detaching states in positro-
nium molecules.  These auto-dissociating states, which are believed to be
part of the Rydberg series as a result of a positron attaching to a negatively
charged positronium ion, Ps—, would appear as resonances in Ps-Ps scattering.

POSITRONIUM IONS

In this talk I will describe two atomic systems involving positrons. They are positronium ions
and molecules. For Ps™, I will concentrate the discussions on the recent theoretical calculations
of binding energy, annihilation rate, and autoionizing resonant states. In positronium molecules,
I will discuss calculations of the ground state energy and the studies of auto-dissociating states.

A positronium negative ion (Ps™) is a bound three-particle system consisting of two electrons
and one positron which interact via Coulomb forces. The calculation of the binding energy of
this system has a long history that can be traced back to the early work of Wheeler.!  This
system was observed for the first time in the laboratory by Mills.2 Later he also measured?
the positron annihilatin rate for Ps—. The production of these positronium negative ions have
stimulated intense theoretical investigations.  In the last decade, several progress reports and

review articles on Ps~ have appeared in the literature.2~7 So here I will discuss mostly the recent
advances since publication of these reviews. In many aspects the positronium negative ions have

properties similar to those of hydrogen negative ions, H™, a system which has been intensively
studied by both theorists and experimentalists. Recently, the muonium ions, Mu~, have also
been observed.® These three systems differ in the mass of the positively charged particles. There
are, however, many properties which are unique in Ps™ and have no counterparts in H™ and
Mu~. These properties involve the annihilation of the positrons in the positronium negative
ions. On the practical side, the role that the positronium negative ions play in astrophysics and
space physics has been suggested by Sivaram and Krishan.®

Let me first talk about the calculations of ground state energy for Ps~ and its annihilation
rate. For a highly correlated atomic system such as Ps™, it is essential for the wave functions
to have accurate representation of the correlation effects. There are two types of wave functions
used in recent years that are proven to be quite effective to describe Ps~.  One type is of the
Hylleraas wave functions, as used by Bhatia and Drachman!® (with two non-linear parameters),
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and by Ho (with one non-linear parameter),!!

U = Z Cremezp{—airip — azrop}rs, (rfprg;, + r{';,rgp) . (1)
kfm,,
- r -
€ 2 e (2)
Fig. 1. Coordinate System
for Ps™.
r'P rzp

~ The coordinate system is shown here in Fig. 1. The other type is the exponential variational

expansion for the basis set with the form, as used by Petelenz and Smith,'? and by Frolov and

Yeremil?,

N
1 i i ¢
Y= _\/_5(1 + Pi2) E C’,-e:cp(—ag )7’2p - ag)’"lp - ag )7"12) J (2)

1=1

where P3 is the permutation operator for electrons 1 and 2. C; are linear combination coefficients,
and agz)(j = 1,2,3) were generated in a quasirandomly form from three intervals. Results

calculated by using these functions are shown here in Table 1. The Ho (1989)!* result is the
extension of the Ho (1983) calculation with the basis set now extended to N = 715 terms (w=
kE+£¢+m < 18).

One of the experimentally interesting parameters is the annihilation rate, T,
given in units of ns—!

D = 2rad () [1 - a(X - 220y S 2l — )l > 0617 <5, s (3)

o T 12 )] < 0T >
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Table 1. Ground state energy of Ps~ (in Ry).

Ho (1983), Ref. 11 -0.524009790
(125 term Hylleraas function, one non-linear parameter)

Bhatia and Drachman (1983), Ref. 10 -0.5240101300
(220 term Hylleraas function, two non-linear parameters)

Frolov (1987), Ref. 14 -0.5240101404
Petelenz and Smith (1988), Ref. 12 -0.524010140
(150 term exponential variational expansion)

Ho (1989), Ref. 15 -0.524010140
(715 term Hylleraas function)

Frolov and Yeremin (1989), Ref. 13 -0.5240101404656
(700 term exponential variation expansion) +1 x 10712

The lifetime of Ps™ against annihilation is
1
= —. 4
TET (4)

In Eq. (3), the correction term proportional to « is due to the triplet lifetime!® and the

leading radiative correction to the singlet lifetime.!7 Once the energy-minimized wavefunctions are
obtained, they can be used to calculate I by the use of equation (3). Some recent results are shown
in Table 2. It is seen that they are compared quite well with the experimental measurement of

[ = 2.09+0.09ns~! (Ref. 3). Furthermore, some progress for an improved measurement of the
annihilation rate has recently been made.!® This would stimulate further theoretical studies.

Table 2. Positron annihilation rate in Ps™.
I' (nsec™!)  wvgp Ref.

Bhatia and Drachman 1983 2.0861 0.50000 10
(220 term Hylleraas function)

Ho 1983 2.0850 0.4991 11
(125 term Hylleraas function)

Ho 1989 2.08613 0.50001 15
(715 term Hylleraas function)

Mills (1983) experiment 2.09 £ 0.09 3
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The qualities of the wavefunctions can be tested by calculating the electron-electron and
electron-positron cusp values.  For a system interacting through Coulomb forces, the average

value of the cusp condition beween particles i and j is given by!?

9

51 N(< TI8(riy)| @ >)7" (5)
iy

vij = (¥8(rij)

and the exact value for v;; is
Vij = qiQjHij (6)

where ¢; is the charge for the particle ¢ and u;; is the reduced mass for particles i and j. The
exact values for electron-electron and electron-positron conditions are hence +0.5 and -0.5 respec-
tively. The positron-electron cusp values calculated in the recent calculations are also shown here
in Table 2. It is seen that the cusp results are very close to the exact one. It also indicates
that the positron-electron cusp values would give indications of the accuracy for annihilation rate

calculations.

In addition to the lifetimes and annihilation rates, another experimentally interesting param-
eter for the positronium negative ion is the two-photon angular correlation function P(6). In
most of the angular correlation measurements only one component of the momentum distribution
is measured. The angle between the two photons, measured in the laboratory frame, has a value
of @ — 8. The relation between 8 and ¢3, the third component of the momentum, is g3 = mc#,

or & = 7.3 x 1072 ¢g3. The one-dimensional angular correlation function will have a form

P(g3) = 7 7 dg1dp2S(q) (7)

-0 —00

__where

S(9) = ifdflpewp(—iﬁ'ﬁp)‘l’(ﬂp,fzpa"‘lz)"; = |2, (8)
r2p =

The angular correlations functions were calculated in Ref. 11.  The full width at the half
maximum, denoted by 2A, was 1.3994 x 1073rad. 'The smaller width of the angular correlation
function for Ps~ is due to the following. Since the Ps™ ion is a loosely bound system, the
momentum distribution of the Ps atom in Ps™ is smaller than the more tightly bound atomic
counterparts. The angular correlation function for Ps™ is hence smaller. Furthermore, when
the positron annihilates with one of the electrons in Ps™ to become two photons, a portion of the
momentum of the two photons will be absorbed by the remaining electron because the mass of the
electron is small.

We also reported a calculation on the two-photon-annihilation rates for the doubly excited
resonant states in Ref. 20. The resonance positions were calculated by using the stabilization
method.?! A positronium negative ion in its ground state will, of course, eventually undergo the
annihilation process.  The annihilation of positrons in a doubly excited state of Ps™ presents
an interesting question. The autoionization process is now also possible, as 1s the radiative
cascade to a lower autoionizing state or to the ground state. The radiative lifetimes are related
to the oscillator strengths for transitions between the upper and lower states. They are usually
small for low Z systems. The lifetimes of these various processes are of obvious interest, since
such information would play an important role for experimental observations of the doubly excited

states.
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Calculations of annihilation rates for doubly excited states in Ps™ were done in Ref. 20. Results
are summarized here in Table 3. The autoionization lifetimes were obtained by using the method

. . 29
of complex-coordinate rotation.”

Table 3. Autoionization lifetimes and annihilation lifetimes for 'S¢ doubly
excited states of Ps™ .

Autionization Annihilation Annihilation
State lifetimes (nsec) lifetimes (nsec) rate (nsec™!)
2s2s 0.0005625 5.0277 0.1989
2s3s 0.002419 6.9204 0.1445
3s3s 0.0003225 23.474 0.0426
3s4s 0.0004398 32.895 0.0304
4sds 0.0002016 80.000 0.0125

It is seen that for all the resonant states the system will have a greater probability to autoionize
than to annihilate.  Furthermore, when the quantum numbers of the outer electrons are the

same, the annihilation rates decrease as 1/ n3, as n represents the quantum numbers of the inner

electrons. For example, the ratio of the annihilation rates for the 2s3s and 3s3s!5¢ states is
0.1445/0.0426 = 3.392. The ratio of (%)3/(313-)3 is 3.375. Similarly, the ratio of the annihilation
rates for the 3sds and 4s4s!S¢ states is 0.0304/0.0125 = 2.43.  The ratio of (%)3/(}1)3 is
9.37. These results indicate that the annihilation of the positron in a doubly excited Ps™ takes
place mostly with the inner electron since the overlap of the positronium S states also decreases
as 1/n®. The findings in Ref. 20 were consistent with the earlier studies of the ground state of
Ps™ t2hat the positronium negative ion is a system of an electron loosely bound to a positronium
atom.?

Autoionizing resonance states in Ps™ are very similar to those of H=. They are both the
result of dipole degeneracy of the excited states of target systems. The first theoretical study?*
of doubly excited resonance phenomena in Ps™ were carried out by using the method of complex

coordinate rotation.?5 Several resonances associated with the N = 2 and N = 3 Ps thresholds
were reported. Since then, resonances associated with the N = 5 Ps threshold have been

calculated.?® They are now summarized in Table 4.

In addition to the calculations of the S-wave doubly excited states using the method of com-
plex coordinate rotation, other methods have also been used to study resonance phenomena in
Ps—. For states with L > 0, results are summarized in Table 5.  They were obtained by using
the hyperspherical coordinates®’ and by scattering calculations.?® However, in the hyperspherical
coordinate, no widths were calculated.  Also, in Ref. 28, a resonance structure was obtained in
the 1 P° scattering calculation. None of the doubly excited resonant states has however been
observed experimentally.

247



Table 4. Doubly excited resonances of Ps~ associated with positronium
excitation threshold N. Resonance energies and widths are
expressed in Rydbergs.

state -E, r state —E, T

2 2s2s 0.1520608 0.000086 2s3s 0.12706 0.00001
2s3s 0.12730 0.00002

3 3s3s 0.070683 0.00015 3sds 0.05873 0.00002
3sds 0.05969 0.00011

4 4s4s 0.04045 0.00024 4553 0.03415 0.00002
4pdp 0.0350 0.0003
4s5s 0.03463 0.00034

5 5s5s 0.0258 0.00045
5p5p 0.02343 0.00014

Table 5. Doubly excited autoionizing states (with L > 0) of Ps~ below the
N = 2 Ps threshold.

Botero (1988)%7 Ward, Humberston,
and McDowell (1987)%
(Hypersherical (scattering
coordinate) calculation)
E(Ry) T ERy) I(eV)
3Pe(1) -0.1456 -0.14662 0.0035
(2) -0.12509 0.001
1De -0.13486
1pe -0.125174
Figure 2 shows the current understanding of the energy levels for Ps~™. I should also point

out that very recently, a resonance lying just above the Ps (N = 1) threshold was predicted by

Melezhik and Vakajlovic.?® However, Bhatia and Drachman®’ reported in this workshop that they
did not find such a resonance. It seems the existence for this resonance has yet to be established.
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One implication from the current understanding of doubly excited Ps™ states as shown in
Fig. 2 is that more studies on highly excited (associated with high N of Ps thresholds) are called
for. In atomic physics one of the latest theoretical discoveries is the underlying symmetry of
the doubly excited resonances in H™ and in helium. The striking similarity between the doubly
excited spectrum of a two-electron atom and that of a linear triatomic molecule (XYX) has been

investigated by Kellman and Herrick.3! In positronium negative ions, the study of the doubly
excited resonances has just begun. Whether such highly symmetrical spectra will also be found

in Ps™ is an open and interesting question.

It seems that a positronium ion does not have a 3P¢ state below the Ps(N = 2) threshold,
in contrast to the counterpart of H™. Here, I am not going to talk about these studies in
detail. Interested readers are referred to the original papers!?32:33 and the recent reviews. Other
theoretical studies on Ps™ include calculatins of photodetachment cross sections.3%3°

68l DS |'se st po 3po ipe
n=w
n=5%
6.5 n_:-z — —— 3 . ]
- Fig. 2. Bound state and autoionizing
- states of Ps .
6.0 - n=3
@ 595 600
£ 584
o
£
5 5.51
= shape resonance
3 C
) n=2 5.113
Yy 5.01 5.071 5074 o100 5.0l 7568
E ' 4808
® 374
4.5 1
£ e
n=|
904 = o327

POSITRONIUM MOLECULES
Positronium molecules, Ps2, is a system consisting of two positronium atoms (or a four-particle
system consisting of two electrons and two positrons, and interacted via Coulomb forces). The first

calculation that showed such a system does form a bound system was by Hylleraas and O_re.“"6 They
showed that the binding energy for Psa is 0.116 eV. Over the years, several theoretical studies

have appeared in the literature for this system.36=41  Results are summarized in Table 6. Possible
. . . . )
experimental studies of positronium molecules have been discussed by Mills.#?
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Table 6. Calculations of binding energies of positronium molecules.

Binding energy

Authors (Ry) (eV)
Hylleraas and Ore 1947 (Ref. 36) 0.0085 0.116
Ore 1947 (Ref. 37) 0.009 0.122
Akimoto and Hanamura 1972 (Ref. 38) 0.0135 0.184
Brinkman, Rice, and Bell 1973 (Ref. 39) 0.0145 0.197
Lee, Vashista, and Kalia 1983 (Ref. 40) 0.03 £ 0.002 0.408 £ 0.027
Lee 1985 (Ref. 40) 0.0303 £ 0.0005 0.412 £ 0.007
Ho 1986 (Ref. 41) ) 0.0302 0.411

A variational calculation was carried out by myself.*! I now discuss the work in the follow-
ing. The Hamiltonian for this system was expressed as

_ X 1,1V (e 2 0, 24z 2 sy
H = (i <j) m; + m; 07‘1-2] Tiy Orij + Tij N Z m'cos(eu"k)arijarik > 9)

G#iky 1
(J<k)

With
2 4,2 .2
Tt ik~ T

COS( IJ,’L) 27'ij7"ik

where m; and Z; are the mass and charge of the particle 7, respectively. Atomic units were used
with energy expressed in Rydbergs. Figure 3 shows the coordinate system where a and b denote
the positrons, and 1 and 2 the electrons. The interparticle coordinate T1q Tepresents the distance
between the electron 1 and the positron a.

e (1) r et(b)

b
"2
Fig. 3. Coordinate system for PSZ'
N "2b
+ -
et(a) g e (2)
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A general form of wave function for positronium molecules is

_ E E mon 4 .5 .1
¥ = Ckmnijl [rlar’.’arabrzb" 1br12 eiltp(—clT'la — CoT2q — C3Tgph — C472p — C5T1p — 657‘12)

m k n_ 3 .11 .

+ T1aT2aTabT2" 16712 E-TP(—Cz’ la — C1T2q — C3Tab — C5T2p — C4T1p — 067"12)
k.mmn i 3 .

+ T b 2016712 eifp(—cﬂ 1b — C2T2p — C3Tgp — C4T2¢ — €57T1a — C67'12)

m k. n 3 .1 1
+ 1T 2T ab 2412712 6501?(-62?11; — C1T2p — C3Tqb — €5T2a — C4T1a — C(mz)]

¥ %(alﬂz — Braz) —%(aaﬁb ~ Bacw) , (10)

where a and A are the spin-up and -down wave functions, respectively.  The wave function in
the form of Eq. (2) is antisymmetric with respect to interchange of the two electrons or of the
two positrons. To solve the necessary integrals involved in this extensive form of wave functions
is not an easy task. Some simplications were hence made in Ref. 41. First, we omitted the
symmetry of the two positrons, i.e., the last two terms in Eq. (2) were dropped.  Secondly, we
let Cy = C5 = Cs = 0. The omission of the explicit exponential factors involving r1p, rep, and
12 will be compensated by the use of extensive terms involving power series of such interparticle
coordinates. Under these approximations, the wave function becomes

k. m. n 1t .71
¥ = E Crmnij [rla"’laraerbr{blrlQ e:cp(—clrla — C9T2q —c;;rab)

m k. m . 3 i1
+ Tlar?arabréb’"lmz 690]3(—617“2,1 — CoT1q — csrab)]

x%(alﬂg ~ Bra2). (11)

Up to N = 400 terms were used in Ref. 41.  The ground state energy is shown here in Table
7, together with cusp values for different pairs of charged particles. It is seen that the cusp values
are quite close to the exact ones. Table 6 lists different calculations of binding energy of Ps2 in
the Literature. Ref. 41 is a variational bound calculation and the result in Ref. 40 was obtained
by using the Green’s Function Monte Carlo method.  This method, however, is not a bound
calculation and has statistical errors. I should also point out that calculations of binding energy
with considerable larger values (0.978 eV and 0.846 eV) also exist in the literature.4344 It appears
that these calculations should be repeated. ~As for the variational calculation in Ref. 41, although
the binding energy is reliable, the book is by no means closed. For example, wave functions that
take into account of the proper symmetry for the two poistrons should be used (i.e., Eq. 10) in the
future.

251

ORIGINAL PAGE IS
OF POOR QUALITY



Table 7. Energy and cusp values for positronium molecules:
w=k+m+n+i+7, with m =0 (see Ref. 41)

E(Ry) v V12 Vab V1b
w=06,£<4,N =400 -1.03021 -0.498 0.485 0.509 -0.479
Exact -0.5 0.5 0.5 -0.5

Table 8 shows the average distances between various pairs of charged particles.  One of the
interesting results shown in Table 8 is that all the six interparticle distances seem to have the
same value of 5.9a, (if we assign a 10% uncertainty to < ry; >).  This suggests that on average,
the four paticles form a triangular pyramid, with the two electrons occupying any two of the four
vertices, and the two positrons occupying the other two. All the six edges have the same length
of 5.9a,. In this arrangement, the system is symmetric with respect to the interchange of the two
electrons, or of the two positrons, as well as to the interchange of the two positronium atoms.

Table 8. Average distances (in q,) between various pairs of charged particles
(see Ref. 41)

<Tie >=<rge > <rpe > < Tgp > < Ty >=<roH >

5.98 5.93 5.88 5.50

We have also recently begun a theoretical study of higher-lying resonant states of positronium
molecules.*>*®  In some aspects, these high-lying states are similar to those in a positronium
hydride, PsH. In PsH, it has been shown that Rydberg series do exist as a result of the positron
attaching to the H™ ion.*” Such Rydberg states, with the exception of the lowest S-wave state
which lies below the Ps + H threshold and becomes the ground state of PsH, would appear
as resonances in Ps — H scattering. ~ We would, therefore, expect such Rydberg series to also
exist in the Ps; molecules as a result of the positron attaching to Ps~ ions. Figure 4 shows
the Coulomb potential between the positronium negative ion and the positron, and the resulting
Rydberg series.  The lowest state of the S-wave series also lies below the Ps — Ps scattering
threshold and becomes the ground state of the positronium molecules,4! Higher members of the
Rydberg states would lie in the Ps— Ps scattering continuum and appear as resonances in Ps— Ps
scattering. , :

There is, however, a difference between resonances in Ps — H scattering and Ps — Ps scat-
tering. In the latter case there are two Rydberg series since the total spin of the two positrons
would form singlet or triplet spin state. In the former case there is one series for a given partial
wave since the positron and proton are not identical. We located six members of resonances
below the Ps™ threshold.  Results are summarized in Table 9. It was suggested that three
of them belong to a Rydberg series in which the two positrons form a singlet spin state and the
other three members belong to a series in which the two positrons form a triplet spin state. In
the former case the complex eigenvalues would appear as resonances in scattering between two
orthopositronium (o-Ps) atoms or two parapositronium (p-Ps) atoms.  In the latter case, the
complex eigenvalues correspond to resonances between a p-Ps atom and an o-Ps atom. Figure 5
shows the resonance positions for these autodissociating states. It should be mentioned that the
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classification of different spin states for the resonances in Table 9 is just tentative.

For the wave

functions we used in Ref. 46, it was not straightforward to identify the positron spin state to which
a resonance belongs. Interestingly enough, the use of wave functions of Eq. (11) enabled us to
obtain resonance parameters for the two series with different spin symmetries simultaneously.

Coulomb potential and Rydberg
states between a positron

and a positronium ion.

Ignore the spins of the
positrons for the time being.

Table 9. Autodissociating resonant states in Ps;. (see Ref. 46)

Resonant
state E(Ry) I'(Ry) E(eV)* T(eV)
Triplet series
2S5 -0.6588 0.0056 4.642 0.0762
3S -0.592 0.0080 5.551 0.109
48§ -0.5625 0.0030 5.946 0.041
Series limit -0.5240° 6.476
Singlet series
2S -0.626 0.016 5.089 0.216
3S -0.580 0.012 5.714 0.163
45 -0.553 0.016 6.082 0.216
Series limit -0.5240° 6.476

aRelative to Ps — Ps scattering threshold.
bSee Ref. 11 for example.
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CONCLUDING REMARKS

In this talk, I have discussed the recent advances of theoretical studies for two atomic systems
involving positrons. In closing, let me speculate what might happen in future workshops. Ever
since the discovery of positrons, increasingly complicated atomic systems involving positrons have
been studied. Various properties for positronium atoms (1 electron, 1 positron) and positronium
ions (2 electron, 1 positron) were studied both experimentally and theoretically. The next
complicated system is positronium molecules (2 electrons, 2 positrons), Ps2. As I have mentioned
in this talk that theoretical studies on this system have a long history, the observation for such
species has yet to be done. The next complicated system would be ”positronium molecular ions”
(3 electrons, 2 positrons), Ps;. Of course, we don’t even know this five-body system would form a
stable bound state. But in any case, the dissociative attachment process (e~ + Ps; — Ps+ Ps™)
would be of interest. Next, if we add one more positron to this system, this six-particle system
(3 electrons, 3 positrons) may form a tri-atomic positronium molecule, Ps3.  Again, whether
they would form a stable system is an interesting question. Furthermore, if we extend our
imagination, we would ask what happens to a system consisting of n positronium atoms (n electrons,
n positrons). Would they form positronium clusters? Perhaps in future positron workshops, some
of these questions about such exotic species would be answered.
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ABSTRACT

No one likes to see a scattering
cross-section curve that is too smooth;
it is much more interesting to find
bumps and wiggles and most interesting
if it is possible to understand their
cause. Several types of resonances have
been clearly established in positron-
containing systems: those lying just
below a degenerate thresholdl (like 2s-
2p in hydrogenic atoms or ions) and
those representing Coulomb bound states
in a re-arranged channel? (like Ps + H =
et+H-.) Recently, two new sorts of
resonances have been reported for which
the resonant mechanism is not clear.
The first3 is a very low-lying resonance
in the e-Ps system (obtained by an
adiabatic expansion method), and the
second4 is a similarly low-lying two-
channel resonance in the et-H system
(obtained by a close-coupling
technique.) These developments
encouraged us to examine such systems
using the standard methods of
stabilization and complex rotation.
Most of our results are negative; we do
not verify the low-lying resonances in
either system. Some indication of new
resonances in the et-Het system is
found; this may be caused by the
attraction between Ps in the n=2 state
and the He't nucleus.

METHOD

The Hamiltonian for the three-body
systems of interest is the following

3 3 27
‘} ;i—-V%Q <
1 -
-1 I(}:L 13

where the three particles are indicated
in an obvious way by subscripts. We

then proceed to obtain approximate
eigenvalues of this Hamiltonian by the
usual variational technique, using a
standard Hylleraas type of trial
function.

If we were looking for bound states
this would be the end of the story. We
are, however, interested here 1in
resonances; this changes the situation
considerably. There are two ways to use
the variational method in a search for
resonances, and we use both. These are
the stabilization and complex rotation
methods. The first of these is the
simpler one, and it is usual to apply it
first; if an indication of possible
resonant structure is found the second
may then be applied.

0.3

ENERGY (RY)

Figure 1

In the stabilization method one
proceeds just as if one were looking for
bound states but tries to find energy
levels that are not very sensitive to
the number of terms retained in the
Hylleraas expansion. If there is a
resonance at an energy where only a
single channel is open, then a good
indication would be an avoided crossing
of two energy levels. A stabilized or
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slowly decreasing eigenvalue would be
successively passed by rapidly
decreasing energy levels, This 1is
illustrated in Fig.l, which is the case
of electron-positronium S-wave
scattering in the electronic singlet
state (mj=1, Zjp=1, Z13=Z93=-1.) The
clear avoided crossings just below the
n=2 level of Ps at E=-0.125 Ry is the
first of an infinite series of Feshbach
resonances that are well understood to
be due to the degeneracy of that level.
In Ref.3 the existence of a resonance
just above the elastic threshold is
suggested; there is clearly no support
for this in the present work.

-8.25

Energy
2 ¥ e
/// ;

Figure 2

In Fig.2 we show the same sort of
diagram for the case of S-wave positron-
hydrogen scattering (m1=m3=1, m3=c,
212=Z93=-1, Z13=1.} Again it is clear
that there is a stabilized eigenvalue
just below the n=2 threshold in hydrogen
corresponding to the first of an
infinite series of Feshbach resonancesS
produced by the degeneracy of the n=2
levels. Although this resonance lies in
a region where two channels are open
(et-H and Ps-H*) there is no possibility
of confusing the stabilized energy with
an open threshold. Notice, however,
that there is an indication of a second
resonance just above the Ps threshold at
E=-0.5 Rydberg. Is it possible that
this corresponds to one of the
resonances reported in Ref.47?
Experience has taught us that it is most
likely for an apparently stabilized

energy lying above an open threshold to
represent an ordinary elastic scattering
state predominantly involving that
particular channel; this is especially
likely when there is no apparent
mechanism for forming a resonance at
that energy. (In this case only a shape
resonance would be possible, and for §-
wave scattering it is hard to see where
an effective barrier in the potential
could originate.) To be more certain of
the situation we turn to the complex
rotation method.

This method is based on carrying out
the dilatation transformation

which is equivalent to multiplying the
potential energy part of Eq.1 by e-if
and the kinetic energy part by e-2i8,
This analytically continued Hamiltonian
is then diagonalized as before to obtain
complex eigenenergies; since we use real
basis functions the expansion
coefficients must now be complex, If
these energies are now plotted on the
complex energy plane, they should behave
as follows. True bound states are
represented by points on the real axis,
and ordinary scattering states are
points that lie (in principle) along
"rotated cuts" beginning at each target
threshold on the real axis and making an
angle -2 with that axis. Most
importantly, points representing
resonances, usually hidden on the second
Riemann sheet, are revealed by the
transformation; they should be
independent of the angle # and are
complex. It is clear that true
resonances should be well differentiated
from ordinary scattering states, but in
practice this requires quite large basis
sets.

In Fig.3 we show the energy plane
for the e*-H system discussed above
where #=10.3° and N=161. The cuts
(rotated through an angle -29)
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corresponding to the first two
thresholds in H and the ground state of
Ps have been plotted, and one can see
the points that approximately lie along
them; the higher cuts are better
represented in this case because of our
particular choice of non-linear
parameters in the trial function. There
is no clear sign of an isolated point
above the Ps threshold that might be a
resonance although Doolen’s resonance?
is visible just below the n=2 threshold.
Probably the "stabilized" energy that
appeared in Fig.2 is in reality one of
the points lying on the Ps cut; such
points slide down the cut as N is
increased but slow down as they approach
the threshold. This is the reason for
doubting the reality of apparent
resonances lying close above a target
threshold.
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Figure 3

We made one final attempt to find
simple new resonances by examining the
et-Het system. Although the same
degeneracies exist as in the et-H case,

the repulsive Coulomb force is so
dominant for large separations that the
Feshbach resonances below target atom
thresholds are unlikely to appear. But
such resonances are probable below the
degenerate thresholds in the Ps-Het+
channel; because of the increased
charge these should be lower lying than
in the Ps-Ht case. So far, we have
found indications of two such resonances
at E=-.73 and E=-.39 Ry. These lie very
far below their apparent "parent"
threshold at E=-.125 Ry; the first is
below the Ps ground state but above the
two lowest states of He'. Our next
attack on this problem will involve the
Feshbach projection operator technique6
which should be definitive.
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ABSTRACT

We have performed close-coupling calculations with
up to five target states at energies in the excitation thres-
hold region for positron scattering from Li, Na and K.
We have discovered resonances in the L = 0, 1 and 2
channels in the vicinity of the atomic excitation thres-
holds. The widths of these resonances vary between 0.2
and 130 meV. As well we have found evidence for the
existence of positron-alkali bound states in all cases.

INTRODUCTION

Our previous calculations of the total and excitation
cross sections!=3 for et - alkali scattering are in reason-
able agreement with experiment*~7 and similar to elec-
tron scattering calculations. We have concentrated re-
cently on the detailed study of phase shifts and eigen-
phase sums in the region of very low energies.®

One interesting observation is that for all three alkali
atoms under study, namely Li, Na and K, the s-wave
phase shifts start at a positive multiple of = rad. This
is to be contrasted with similar electron scattering cal-

culations where the phase shift approaches zero at zero
]

energy.® The behaviour, just below the first excitation
theshold, of our s-wave phase shifts for Na and K is,
however, similar to that observed in relativistic R matrix
calculations of e~ —~Cs scattering.1? If Levinson’s theorem
holds for these systems (it is not valid for electron scat-
tering due to exchange) then this implies that there are
stable (et -alkali) bound states. However, since positro-
nium formation is energetically allowed at zero energy,
these states may be embedded in the continuum of the
Ps-alkalit system.

RESULTS

The L = 0, 1 and 2 resonances found in our cal-
culations are summarized in table 1. It is not clear
how these resonances will be affected by the inclusion of
positronium channels in the close-coupling expansion. A
study of the possibility of et-alkali bound states ideally
would be performed using either the complex coordinate
method!! or the hyperspherical coordinate method.!?13
It is expected that, due to the ns—np level degeneracy of
positronium, additional resonances associated with ex-
cited positronium configurations will appear.!*

TABLE 1. Resonance parameters for positron scattering from
Li, Na and K in the close-coupling approximation. Resonance
positions are given in eV, full widths in meV.

Li Na K
Eres r El’el P Eres I‘

5(1) 1.86 * 35 1.985 0.4 1.5 1.7
5(2) 3.01 40 3.195 0.2 2.45 0.54
5(3) 3.365 1 3.62 4

P(1) 3.11 130 2.065 6 1.57 1.8
P(2) 3.124 32

D(1) 3.19 110 3.2 30

* This resonance features a variation in the eigenphase sum of

only 2 rad.

Below the ns—np threshold we observe s-wave and p-
wave resonances in both Na and K with widths in the
meV range. The inclusion of the 3d as well as the (n+1)s
states is crucial in order to obtain these resonances. Since
the et—alkali system has not been studied in detail for
bound states, it is difficult to classify the resonances.
The necessity of including the above mentioned states
in the close-coupling expansion indicates that the dipole
polarization potential alone is not sufficient but that

PRECEDING PAGE BLANK NOT FILMED

261

'contributions from the quadrupole polarization potential
are also important in order to obtain resonances. Since
more than one state in the close-coupling expansion con-
tributes to the development of these resonances it is also
evident that the electronic wavefunction for these quasi-
bound Ps-alkali* states conmsists of a superposition of
several target states. Similarly the positronic wavefunc-
tion is expected to be complicated.



In figure 1 we show the contributions to the elas-
tic cross section for e*—Na scattering from the lowest
four partial waves below the “resonant” 3s-3p excitation
threshold. It is clear that the s-wave resonance which is
situated over 0.1 eV below this threshold will be hard

to measure due to its small width and the small over-
]

all contribution of that partial wave to the total cross
section at this energy. The p-wave resonance, however,
with its relatively broad width should be detectable once
positron scattering measurements achieve energy resolu-
tions which are comparable to those of electron scatter-
ing.
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FIG. 1. Partial wave elastic cross sections (in 7a) for L =0, x; L=1,+; L =2,+and L = 3, O,
et-Na scattering in the (3s~3p-4s-3d-4p) model potential close-coupling approximation.

The shape of this resonance is somewhat different
from the corresponding one in the et—K system; there
the p-wave resonance appeared as a fully destructive res-
onance due to the fact that in the vicinity of the reso-
nance the contribution of the p-wave to the cross section
was close to its maximum possible value.
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I. ABSTRACT

Cross sections for positronium formation by capture
from the negative hydrogen ion are given. Orthogonal-
ization corrections to the Coulomb (First) Born Approx-
imation (CBA) differential and total cross sections are
calculated using approximate H~ wave functions of both
Lowdin! and Chandrasekhar.?

The present calculation of the CBA cross sections
using the post interaction for Lowdin’s wave function
(LCBAPS) disagree with the calculation of Choudhury,
Mukherjee, and Sural (CMS), whereas our results using
the prior interaction agree. Thus, where CMS found an or-
der of magnitude post-prior discrepancy in the differential
cross sections except at forward angles, and a markedly
different shape to the minima, the present post and prior
results differ by 1% to 10% at 100 eV, and the minima
have the same shape and occur within one degree of each
other. Chandrasekhar’s “open-shell”wave function, which
is superior to Léwdin’s in bound-state problems since it
gives a negative binding energy, gives post and prior cross
sections that are almost indistinguishable at this energy
and 1/2 to 2/3 as large as the LCBA.

Various methods of orthogonalizing the unbound pro-
jectile to the possible bound states are considered. It is
found that treating the atomic nuclei as if they were iso-
topic spin projections* of a single type of “nucleon” gives
cross sections that are an improvement over the CBA.

II. INTRODUCTION

Reliable cross sections for the various positronium (Ps)
formation processes are essential for an accurate calcula-
tion of the width of the .511 MeV annihilation line that
has been observed in the region of the galactic center,” in
solar flares,® and in planetary nebulae.” In the transition
regions of planetary nebulae the concentration of

the negative hydrogen ion® should be large enough for the
reaction

et + H= — Ps(nf) + H(1s) (1)

to make an important contribution to the line width.® Far-
thermore, because this reaction is exothermic, it appears
to be the dominant mechanism for positronium forma-
tion at energies below the 6.8 eV positron kinetic energy
threshold for electron capture from neutral hydrogen even
in regions where the H~ density is low.

The present calculation relies on the exact treatment
of the three species of bound states inherent in Fock-Tani
representation. Also included is the further presumption,*
which produced remarkable agreement between the or-
thogonalized first order calculation!! of charge transfer
from hydrogen and the (presumably exact) variational
result,!? of treating the proton and positron as isospin-
like projections (of different mass) of a single species of
“nucleon.”

III. ORTHOGONALIZATION

In scattering processes involving bound states, one must
subtract the projection of the translational states of free
particles onto the corresponding bound states if the con-
tribution of these particles to the amplitude is not to
be counted twice. Fock-Tani representation! has been a
powerful tool for generating these orthogonalization cor-
rections. In this representation the reactants, interme-
diate states, and products are treated symmetrically,and
composites are treated exactly within a single second-
quantized Hamiltonian. Unbound particles are exactly
orthogonal to bound states, and all interactions contain
the proper orthogonalization subractions so that free par-
ticles do not have sufficient energy to bind (this binding
energy is accounted for in the asymptotic Hamiltonian),
and assuring that there is no double counting.

Because the Lippmann-Schwinger series for the Fock-
Tani T-matrix contains higher order contributions at each
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order than does the standard Born series, one has the
liope of improved results at each order. Ojha et al.}* have
calculated the first-order Fock-Tani cross sections for the
reaction

Ht*+H—->H+H? (2)

and have obtained good agreement with experiment!® for
differential angles within 1 mrad of the forward direction
at 25, 60, and 125 keV and for total cross sections at en-
ergies greater than 10 keV. They noted that the orthog-
onalization correction substantially cancels the internu-
clear potential. Stratonl® has shown that excluding these
p-p terms yields Fock-Tani cross sections that are 18%
smaller than when these terms are included. In contrast,
the Brinkman-Kramers result,!” which excludes the p-p
term, is 1000% larger than the first Born total cross sec-
tion that includes this term.'® Thus the Fock-Tani Hamil-
tonian produces substantial agreement ai first order be-
tween experiment and Wick’s observation® that the in-
ternuclear potential should play a negligible 1ole in ezact
calculations of this process.

Finally, it may be seen that the first-order Fock-Tani
differential cross section is virtually identical to that of the
second-order boundary-corrected Born approximation!?
(B2B) at 125 keV. This correspondence both affirms the
appropriateness of testing the lowest-order Fock-Tani the-
ory in problems in which generic first-order theories would
not be expected to be reliable, and requires a deeper study
of the question of why it should do so well. In particu-
lar, is there a fundamental relation between the orthogo-
nalization process that produces free-particle (continuum)
states by subtracting off their Coulomb projections onto
the bound states, and cancels the internuclear interaction
in the scattering region, and the Coulomb boundary cor-
rection process that gives the correct asymptotic states?

IV. ISO-ORTHOGONALIZATION

The obvious region in which a first-order theory might
not be expected to be reliable is at low energies. Straton!®
has calculated the Fock-Tani total cross section for the
reaction

et + H — Ps(1s) + H(1s) (3)

and obtained a result that was larger than the first Born
approximation (FBA), whereas the (presumably exact)
variational result of Brown and Humberston!? was smaller
than the FBA.

This failure was due to an anomaly of the product form
of the Fock-Tani transformation, which does not produce
orthogonalizations with respect to all species of bound
states. This was immaterial in the reaction (2) since the
initial and final bound-state species were identical.

Straton and Girardeau® were able to generalize the
Fock-Tani transformation on the two-nucleon, one-electron

Hilbert space to produce a T-matrix for either (2) or (3)
that was post-prior symmetrical. This was accomplished
by thinking of the two atomic nuclel as isospin-like pro-
jections of a single species of “nucleon,” just as in nuclear
physics it is useful to think of the proton and the neutron
as 1sospin projections of a single species of nucleon. The
consequence of this way of viewing the system is an up-
leveling of the nucleon-exchange contribution to the scat-
tering (elastic and inelastic) amplitude, as in Fig. 1,

n r"‘-“\ v l ® R I n_s TNy
A P
y y y y y y

FIG. 1. Proton exchange terms in the Coulomb and
orthogonalization interactions in proton-hydrogen scattering.
The solid lines are proton propagators, the dashed line is the
electron propagator, and the doubled line is the hydrogen atom
(composite elementary particle) propagator. Time flows right
to left so that the first term represents breakup of a bound-
state with quantum numbers v followed by formation of bound-
state u due to interaction with the exchanged proton. The
last two terms contain the post and prior orthogonalization
projectors DC.

to a reactive amplitude. Since exchange essentially
amounts to a reactive process, it is not surprising that
Fig. 1 may be promoted to a reactive matrix element by
promoting an “effective” difference between incoming and
outgoing free particles to a true difference through the use
of an isotopic spin formalism.

Girardeau and Lo!! applied this iso-orthogonalized ma-
trix element to reaction (3) with superb agreement with
the variational result of Brown and Humberston!?, repro-
duced in Table I.

Note that Fig. 1 is the average of the post and prior
interaction amplitudes, but that neither the post or prior
Fock-Tani probabilities, nor the average of the probabili-
ties without interference gives a good result in Table 1.
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V. THE FOCK-TANI HAMILTONIAN FOR
TWO NUCLEONS AND TWO ELECTRONS

One may develop a Fock-Tani Hamiltonian for a system
that contains two nucleons and two electrons using the
product form of the transformations that orthogonalize
to the three bound species in (1). By working in a coor-
dinate system in which one atomic nucleus is fixed at the
origin, and therefore ceases to be a dynamic particle, 16 the
unitary operator that transforms the Fock Hamiltonian
into the subspace in which the three bound states may be
treated as elementary particles may be compounded by
the product

U =U4U050g, (4)
where A = Ps, Bis the state with two electrons bound to
the origin, and E is the state with one electron bound to
the origin, as in Fig. 2.

xy)

J“ @

y N
3 o ZHO)
.

FIG. 2. Diagram correspondences for the positronium
wave function, the states in which two electrons are bound
to the origin, and the state in which one electron is bound to
the origin. The solid lines represent electron propagators, the
dashed line represents a positron propagator, and the nondy-
namical nucleus fixed at the origin is represented by the dotted
line.

o = 'Uy( )
y] & y

Then by interchanging the meanings of the electron and
proton propagators in the Hamiltonian given by Straton
and Girardeau?, the first and most difficult transformation
is at hand. Under the second transformation, the electron
propagator transforms as in Fig. 3.

U y"’——éaa

FIG. 3. Transformation orthogonalizing the electron prop-
agator to the states in which two electrons are bound to the
origin. The triple line represents the (composite elementary
particle) 2-electron bound state propagator.

Under the third transformation, the electron propagator
transforms as in Fig. 4

FIG. 4. Transformation orthogonalizing the electron prop-
agator to the states in which one electron is bound to the
origin. The double line represents the (composite elementary
particle) l-electron bound state propagator.

Then the (product form) Fock-Tani Hamiltonian on the
2-nucleon, 2-electron Hilbert space is given in Fig. 5 and
Fig. 6.

0'13c0 = OgRele = Ho* Vort Voot Yi* Vi
H. = <-pd # <%t +  XeaSw=x 4 e/

FIC. 5. The Fock-Tani Hamiltonian on the 2-nucleon, 2-
electron Hilbert space. All free propagators are integrated over
and all bound state propagators are summed over. The bound
state energy is indicated by the ~.
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FIG. 6. The 2-nucleon, 2-electron Fock-Tani interaction
terms.

The oval in the last term in Fig. 6, which is the inter-
action potential for (1), is given explicitly in Fig. 7. The
second oval in Fig. 7 is given by Fig. 8. The first oval in
Fig. 6 is given by the first four terms of Fig. 8 with the
y' propagator replaced by the dotted line representing the
nucleon fixed at the origin.

Thus the algebraic translation of Fig. 8 in Fig. 7, af-
ter the asymptotic states select the bound state quantum
numbers from the sums, is*-29

/ d XdX'dX"(8(X" -~ X")V(XX')+V(X'2)]$,(Xz)
- 6(x7 = x7) [ avdugi eV (x) 4 v(x'y)
< AV Xe)+ [ dyd(X0) [H(X'DA(X"y, X)
+ %A(X"y, Xm)H(X:r)] + / dye’ (X'y) Bp(x'w)
+ V(X'X") + %V(XX’) + V(X"y)] A(X"y, Xa:))

X o (X X" )UA(X) (5)

FIG. 7. The last term in 6 in more detail.
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FIG. 8. The second oval in Fig. 7. The zigzag line repre-
sents both the sum of Coulomb interactions and the inertial
potentials'® (soinetimes called “mass-polarization™ terms) ex-
perienced by all other particles due to the acceletated reference
frame in which one nucleon is constrained to remain at the ori-
gin. Crossed fermion lines yield a factor of -1.

The analytic reduction of the Coulomb terms, in which
the two electron wave function has been approximated by
Lowdin’s wave function! (with parameters a = .4228, 4 =
30025, = 9794, and B = 1.0001), has been out-
lined in CMS3. The derivation for Chandrasekhar’s wave
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function? (with parameters a=.28309, b=1.03925, and
normalization N=.39513) is identical except that only the
cross terms AB are nonzero.

The reduction of the direct-orthogonalization terms, the
third and fourth terms in Fig. 8 is much more difficult
because of the extra three-dimensional integral. The X'
integral may be done directly giving four terms in the
pairings of Vv V'u/

Trovir = 3 [Ty = (CU T (®)
Y
wlhere a is the ratio of the nucleon to electron masses
in the final bound state, and the sum is over all possible
final bound states. In positronium this ratio is one so that
only the odd-parity terms in the sum are nonzero, as was
found!® for the orthogonalization corrections in reaction
(3). In the results below, only the 2p contributions are
included since the 3p contributions for the similar terms

in (3) were negligible. The T’s are

2V2V V' (a + b)°A3/2
(@m)Py/r(A +v)?

X /dxclrds e"':k"ls+("+¢)x]u’1t:(r)

by —
Typy ==

xewp[—;)%l—:—yb)|s+(n+g’)x—nbr []
X[ n(a + b) V+/\]
st Ox—mor] T2

x wl(e)ul (s/n)e™ 11X F (K, x) (7)

where ( = m,/(mp + m.),n = 1 = (,p = (me, A =
mym,/(me + m.) , and x is the Coulomb wave function.

Introducing the Fourier (three dimensional integral)
representation of the exponential function and the Yukawa
potential allows the r integral to be evalnated.’! One
may then introduce a (one dimensional integral) Gaus-
sian transform?? to evaluate the s and x integrals, leaving
a final expression requiring numerical evaluation of a four-
dimensional integral. At low energies and small angles
the (momentum) radial, 8, ¢, and (gaussian) p integrals
required 32, 16, 24, and 16 Gaussian points, respectively,
which used 11 hours of cpu time per data point on a VAX
750.

The exchange-orthogonalization terms in Fig. 8 involve
a mixing of coordinates, seen in the last three lines of (5),
that further complicates the analytical reduction of these
terms. The minimum number of dimensions to be inte-
grated appears to be five for these terms, which would
involve a prohibitive amout of time on conventional com-
puters. However, since these terms are exchange correc-
tions to the direct-orthogonalization corrections, they are
expected to be small and will be neglected in what follows.

VI. ISOSPIN SYMMETRY

Because (1) is similar to, and more complicated than,
(3), one would expect that the problems associated with
a Fock-Tani Hamiltonian derived using a product trans-
formation for the one-electron case would also arise in
using a product transformation for the two-electron case.
Indeed, the cancellation of the even-parity orthogonaliza-
tion terms appears in both cases, and if the positron is
replaced by a proton the internuclear Coulomb term is
cancelled by the corresponding orthogonalization term/
It is hoped that the ideas behind the correction of these
problems in (3), which lead toexcellent agreement with
the variational result, will likewise give a reliable result
for (1).

Girardeau and Straton!® have been able to formally
generalize the Fock-Tani transformation to include any
number of nucleons, electrons, and bound-state species,
but the exacting process of applying Wick’s theorem to
produce the Hamiltonian on the 2-nucleon, 2-electron
Hilbert space has not been completed. Until this pro-
cess is completed one must use physical ideas to intuit the
result.

One might look at the amplitude, Fig. 1, for reaction
(3) and postulate that the desired amplitude for (1) should
be the average of the amplitudes derived by the post and
prior product transformations. Indeed the prior product
form corresponding to (4)

U=0pl40g (8)
is also allowed (though E before A or B is not because
its constutuents are a proper subset of the constituents
of both A and B).?® The amplitude for this transition is
particularly simple because all of the electron-electron in-
teraction energy is included in the bound states and the
internuclear potential does not appear {or one might say
that the Coulomb term is exactly cancelled by the orthog-
onalization term for all masses). It is given in Fig. 9.

FIG. 9.

The prior amplitude for (1).

Evaluation of this amplitude follows that of the CBA
closely.

But the fundamental idea that lead to the excellent re-
sults for (3) was not post-prior averaging—that was the
consequence. The fundamental idea was the treatment of
particles of different mass and same charge as if they were
isospin projections of a single species of nucleon. Consider
Fig. 10.
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FIG.10. Direct and (nucleon) exchange Coulomb terms for
the electron-nucleon transition amplitude for reaction (1).

If one draws the electron-nucleon interaction diagrams
corresponding to the direct and (nucleon) exchange (in a
coordinate system in which all four particles are dynam-
ical), it can be seen that the latter may be transformed
into the former by a vertical stretching process (multiply-
ing by -1 for each fermion line that is crossed or uncrossed
in the process), so that they represent the same physical
process. The corresponding direct and exchange orthogo-
nalization projector onto the prior bound states are also
equivalent. See Fig. 11.

FIG. 11. Direct and (nucleon) exchange prior orthogonal-
ization corrections for the electron-nucleon transition ampli-
tude for reaction (1).

Thus, isospin symmetry does not imply post-prior sym-
metry in reaction (1).

The corresponding direct and exchange orthogonaliza-
tion projectors onto the upper post bound state are shown
in Fig. 12.

FIG.12. Direct and (nucleon) exchange corrections orthog-
onalizing the free nucleon with respect to the upper post bound
state, for the electron-nucleon transition amplitude for reaction

(1).

These are topologically different and must be treated as
two distinct physical processes. Deforming the latter di-
agram so that the post bound state propagators inter-
change positions reveals the interpretation of this diagram
as the direct orthogonalization projector onto the lower
post bound state. Thus the prescription for promoting
the exchange amplitude to a reactive amplitude, by pro-
moting the “effective” difference between upper and lower
nucleons to a true difference through use of an isotopic
spin formalism, leads to an amplitude in which the pro-

jectile is orthogonalized using the average of the direct
projectors onto the two post bound states.

Reverting to the coordinate system in which the proton
onalization to the state in which one electron is bound to
the origin may be analytically reduced in the same manner

as the CBA,

VII. RESULTS

The differential cross section for reaction (1) is given in
Fig. 13 for a positron energy of 100 eV.
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FIG. 13. Electron capture from H ™~ into the ground state

of positronium. The solid line is the present calculation of
the post CBA using Léwdin’s wave function (LCBAPS), the
open circles are the LCBAPS of CMS®, the dashed lines are,
in order of decreasing length, the prior LCBA (LCBAPR), the
prior direct-orthogonalization result (CDOPR), the CBAPR
using Chandrasekhar’s wave function (CCBAPR), and the
CCBAPS. The solid points are the iso-orthogonalization cor-
rection.

Although the present LCBAPR and the calculation of
Choudhury, Mukherjee, and Sural® agree, the present cal-
culation of the post CBA cross sections using the post in-
teraction for Lowdin’s wave function’ (LCBAPS) disagree
with the calculation of CMS. Where they found an order of
magnitude post-prior discrepancy in the differential cross
sections except at forward angles, and a markedly different
shape to the minima, the present post and prior results
differ by 1% to 10% at 100 eV, and the minima have the
same shape and occur within one degree of each other.

A cross-check of the present analytic result and their re-
sult (which they kindly sent) produced agreement at this
stage, so the disagreement is in the computer codes. Four
independent reprogrammings, two using an alternate re-
duction of the integrals giving a different but equivalent
analytical result, have reproduced the present results. Ad-
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ditionally, there is a “phase space” argument in favor of
the present result: that it is less likely that an error would
produce nearly identical post and prior curves if they were
truly dissimilar than that an error would produce dissim-
ilar curves if they were truly nearly identical.

The CBA results using Chandrasekhar’s “open-shell”
wave function? function gives a binding energy of -.522592
atomic units for H~, which is within .4% of the correct
value, but Lowdin’s wave function does not give a nega-
tive binding energy. One would suspect that the former
would also yield better results in a scattering problem. It
may be seen in Fig. 13 that the post and prior results
are are almost indistinguishable for the former. Also the
magnitude of the CCBA results are 1/2 to 2/3 as large as
the LCBA results, which is expected to exceed tle exact
result.

The differential cross sections at energies .1, .5, and 1.
eV are given in Fig. 14 and the total cross sections are
given in Table IT. The latter was obtained by a simple ex-
tended Simpson’s rule from the differential cross sections
so the error may be of order 10%, as seen by comparing
LCBAPR at 100 eV to the result, .255(-1), of CMS. As
noted below, the error due to the approximate H~ wave
function is certainly larger.

Note that the CDIOPS and CDOPS results show some
oscillations characteristic of a lack of convergence in the
energy region around 90 degrees, but are well converged
in at small and large angles, the regions with the greatest
contributions to the total cross sections. The LDIOPS is
smoother because of the averaging inherent in the larger
number of nonzero terms in Lowdin’s wave function. It
may be posible to redistribute the number of Gaussian
integration points among the four integrals to improve
the convergence in the central region. But the difference
between the LDIOPS and CDIOPS results gives a bound
on the accuracy of the approximate wave function that
lead to the CDIOPS result and the oscillations are much
smaller than this estimate.

It may be seen that all orthogonalization corrections
tend to remove the minimum that appears in the CBA
results, a minimum that was shown to be spurious in the
reaction (2). However, the CDOPR and CDOPS cross
sections (and the result obtained by averaging these am-
plitudes) are larger than both the CCBAPR and CCBAPS
cross sections. Since the Coulomb Born approximation for
the exact H~ wave function appears to be larger than the
unitarity limit near zero incident energy, one would want
cross sections less than the CBA result in this region. The
iso-orthogonalization correction gives a result that is less
than the CBA in this region.
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FIG. 14. Electron capture from H ™ into the ground state

of positronium using the “open-shell” wave function. The
solid line is the present calculation including the (post di-
rect) iso-orthogonalization (CDIOPS) (the open circles are
the same result using Lowdin's wave function (LDIOPS)),
the dashed lines are, in order of decreasing length, the post
direct-orthogonalization rtesult (CDOPS), the prior direct-
orthogonalization result (CDOPR), the CCBAPR, and the
CCBAPS.
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TABLE I.  Fock-Tani cross sections for reaction (3) in units of mal.!!.

Average

without Symmetric
Energy (eV) FBA Post FT Prior FT interference FT Humberston
6.8 0.032 0.00094 0.011 0.0061 0.0046 0.0032
7.65 1.869 1.454 0.458 0.956 0.74 0.7
8.7 3344  3.247 0.426 1.836 1.259 1.3
9.2 3.835 3.868 0.457 2.162 1.443
9.826 4.287 4.447 0.499 2473 1.653 1.67
10.0 4385 4.573 0.511 2.542 1.709
13.6 4.788 5.187 0.979 3.083 2.541
20.0 3349  3.631 1352 2491 2.278
30.0 1.651 1.773 1.078 1.425 1.359
40.0 0.848 0.902 0.681 0.791 0.761
50.0 0.465 0.489 0.417 0.453 0.436
60.0 0.269 0.281 0.260 0.271 0.260
70.0 0.164 0.170 0.166 0.168 0.162
80.0 0.104 0.107 0.110 0.108 0.104
90.0 0.068 0.070 0.074 0.072 0.069
100.0 0.046 0.047 0.052 0.049 0.047
TABLE II.  Total cross sections for electron capture from H ™ into the ground state of positronium, in units of ra?,
E(<V) LCBAPR  LCBAPS  CCBAPR  CCBAPS CDOPR  CDOPS  LDIOPS _ CDIOPS
1 167(4) 237(4) 201(4) 170(4) 304(5) 458(4) 904(3) .947(3)
5 .634(3) 456(3) .384(3) .327(3) 576(4) .865(3) .321(3) .178(3)
Rt N N e N o B S ORI C I O
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VIII. CONCLUSION

Cross sections for positronium formation by electron
capture from the negative hydrogen ion have been calcu-
lated in the energy region below the 6.8 eV threshold for
capture from hydrogen. The lowest order Born approxi-
mation has been augmented by orthogonalization correc-
tions, The present treatment has utilized the perspective
of treating the atomic nuclei (of like charge and vastly
different mass) as if they were isospin projections of a
single species of “nucleon,” and has examined the con-
sequences of this perspective. In capture from hydrogen
this iso-orthogonalized Fock-Tani result yielded excellent
agreement with the variational result. To date there is no
variational result for capture from H ™, due difficult inte-
grals involving Coulomb waves, but the iso-orthogonalized
result show promise of yielding a reliable result.
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ABSTRACT

We have studied the interaction of low-energy
positrons with large molecules such as alkanes
(Cp Hop & ,).1 These data provide evidence for
the existence of long-lived resonances and bound
states of positrons with neutral molecules. The
formation process and the nature of these
resonances are discussed. We have observed the
positive ions produced when a positron annihilates
with an electron in one of these resonances,” and
this positive-ion formation process is discussed.
This paper is a review of the current state of our
understanding of these positron-molecule
resonances _and the resulting positive ion
formation.” We also discuss a number of
outstanding issues in this area.

INTRODUCTION

. We have conducted experiments to

accumulate and store large numbers of positrons in
an electrostatic trap.* This has allowed us to
study, in a sensitive way, the low-energy inelastic
processes occurring between positrons and neutral
atoms and molecules. In the course of these
experiments, we have found that the addition of
large organic molecules to the trap increases the
annihilation rate of the positrons to the extent that
this annihilation process cannot be explained by
direct collision phenomena alone. From a
systematic study of the interaction of positrons
with alkane molecules as a function of molecular
size, we have demonstrated the existence of
long-lived resonances and bound states of the
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positrons and these neutral molecules. A model of
the formation of these resonances is discussed.
Annihilation rate data are presented for a variety of
chemical species in order to test various aspects of
the model. At present, there are discrepancies
between the model and the experiments, and we
do not have a complete picture of the bound-state
formation process. One consequence of the bound
states is that they naturally provide an efficient
mechanism for the production of positive ions
when the positrons annihilate with an electron on
the molecule. We have directly observed the ions
produced in this manner, and we discuss this
phenomenon.

THE POSITRON TRAP?

The experimental arrangement is shown
schematically in Fig. 1. Positrons from a ““Na
radioactive source are moderated to 2 eV by a
single-crystal, tungsten, transmission moderator.
They are incident from the right onto the
configuration of potentials and neutral-gas
pressure shown. The background gas used to trap
the positrons is molecular nitrogen. The gas
pressure is adjusted so that, in one transit through
the trap, the positrons make inelastic,
electronic-excitation or ionizing collisions with the
N, and are trapped in regions I, I, and III. The
potentials are adjusted so that subsequent
vibrational excitation of the N, traps the positrons,
first in regions II and I in about 1 ms (transition
Bin Fig. 1), and then in region II in less than
0.1 s (transition B'). The N, pressure 1n region
III (the confinement volume) is typically 1-5 x
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FIG. 1. A schematic diagram of the three-stage
positron trap, including the electrode structure,
nitrogen gas pressure, and the electrostatic
potential profile. There is an axial magnetic field
inthe Z direcion. The positrons lose energy
by electronic excitation and/or ionization of the
N, (labeled A) or by vibrational excitation of the
No (B and B,

106 Torr, and the base pressure of the vacuum
system is less than 3 x 10°® Torr. The magnetic
field in region III is in the range from 250 to 800
G. For the work presented here, the total number
of trapped positrons is always less than 1 x 104,

After variable fill and storage times, the
contents of the trap are dumped onto an
arrangement of annular collectors located at Z =
265 cm in Fig. 1, and the resulting 511-keV y-ray
annihilation radiation is monitored with a Nal
detector and pulse-counting electronics. By
suitable biasing of the collector plates, either the
total number of positrons in the trap or the radial
distribution of the positrons can be measured. We
have also studied the confinement of electrons in
the same geometry.

We have measured the time dependence of
the cooling of the positrons in the trap. When the
potential difference between regions II and III is
set at 8.3V, the characteristic time that the
positrons remain in regions II plus III, before
being trapped in region III, is 20 ms. The
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positrons entering region III are found to cool to
energies ~1leV in less than 0.1 s. It is likely that,
in this range of energies, the positrons cool via
vibrational excitation of N,. The subsequent
cooling of the positron gas occurs at a slower rate,
and it is either due to rotational excitation of N,
molecules or to elastic scattering with N,. The
temperature of the positron gas in this range of
energies is measured by a "magnetic beach”
energy analyzer.S This technique involves
measuring the number of positrons reaching the
collector as a function of a retarding potential with

and without an increased magnedc field between
region III and the collector. This added magnetic
field acts as a magnetic mirror to reflect positrons
with energies, (E | ), perpendicular to the field.
The shift in the retarding potendal curves is a
measure of <E|>. Since the positrons make
frequent collisions with N, molecules, they are
expected to have an isotropic velocity distribution
in region III. Thus, we can infer the average
energy <E>= (3/2) <E | >.

Shown in Fig. 2 are data for (E) as a
functon of storage time for short filling times
(~50-100 ms), at a magnetic field By of 430 G,
The N, gas pressure for this data was 1.5 x 1070
torr. 1-20r these data, the corresponding positron
confinement time in the trap was greater than 20
sec. The characteristic time for cooling in the
range of energies shown in Fig. 4 is 0.6 s. The
data are plotted by subtracting the kinetic energy of
0.038 eV expected for positrons at room
temperature. The fact that the data can be fitted by
a single straight line confirms that the positrons are
cooling to room temperature, The observed
cooling rate is found to be proportional to the N,
pressure.

In order to study the ions formed in the trap,
a two-stage channel plate, electron multiplier was
placed 100 cm away from the center of region III
(i.e., at Z =260 cm in Fig. 1), and the electrodes
surrounding region III were biased at +5 V to
accelerate the ions toward the channel plate. After
suitable fill and storage times, the potential barrier
located near 195 cm in Fig. 1 is lowered, and the
contents of the trap are dumped onto the channel
plate. The channel plate is biased at -2400 V,
providing near-unity detection efficiency for ions
with masses in the range studied (i.e., 10-150
amu). When this ion signal is measured as a
function of time delay after the trap is dumped, we
have a simple, time-of-flight mass spectrometer.
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FIG. 2. The total, average energy of the positrons
(E) minus their energy at room temperature as a
function of storage time. The straight line
corresponds to a characteristic cooling time of 0.6
s. The positrons cool to nearly room temperature
n about 3 s.

POSITRON ANNIHILATION IN THE
PRESENCE OF LARGE MOLECULES!

When no special precautions were taken in
the treatment of the vacuum chamber, the
characteristic confinement time, T, of positrons
stored in the trap was found to be of the order of 1
s, as compared to confinement times of 100 s
for electrons, even when the total number of
stored electrons was of the order of 1 x 107,
where space-charge effects tend to enhance the
radial diffusion. It was the surprisingly short
positron confinement time which led to the
discovery of the positron-molecule resonances
described here. Measurement of the radial
distuibution of the positrons indicates that, under
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these circumstances, they do not diffuse
appreciably on time scales of the order of 1 s but
are confined in the central region of the trap.
Thus, we concluded that they annihilate before
diffusing to the walls. The positron confinement
time, T, is insensitive to the N, gas pressure, so
that the annihilation does not appear to involve the
N,. The key observation was that the positron
confinement is extremely sensidve to the history of
the vacuum chamber. For example, mild heating
of the chamber wall decreases T, while the
introduction of a liquid-nitrogen-cooled surface
near region III increases T from 1 to 150 s. This
led us to the conclusion that impurity molecules in
the vacuum system were involved.

Previous studies indicate that positron
annihilation is well understood for a number of
gases, including nitrogen and hydrogen, but is not
understood in other gases such as methyl chlonde
and butane.® We therefore introduced specific
impurities into the vacuum system to investigate
this effect. We found that water molecules had no
effect on T but that t was, for example,
extremely sensitive to the oil from our pumps, to
the extent that 1 x 10 Torr of oil could explain
the observed containment time.

We chose to study this effect systematically
with linear, hydrocarbon molecules (alkanes) of
the form C, H,, , 5, for several values of n
ranging from 4 to 16. Shown in Fig. 3 are data
for the positron confinement as a function of time
when small amounts of butane (C, H,q) and
heptane (_]C H,¢) are introduced into the vacuum
chamber. 7I'hcz number of trapped positrons,
N (1), as a function of the storage time, ¢, can be
described by a simple exponental, N (1) =
N (0) exp(-t/1), with T a strong function of the
pressure of the alkane species added. As shown
in Fig. 3, heptane has a much greater effecton 1,
per molecule added, than does butane. Similar
results were obtained for all of the alkane
molecules studied -- the larger the molecule, the
shorter the observed annihilation time per unit
pressure of the added alkane species.

In order to analyze the data quantitatively, we
assume that the increase in the annihilation rate is
proportional to the increase in pressure, AP, of the
added gas species. Thus,

tl=tl1+44AP, (1)
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FIG. 3. Positron confinement as a functon of
storage time when (a) butane (C, H o)» and (b)
heptane (C;H;q), are introduc into the
containment volume (region III) in the presence of
4.4 x 107 Torr of N, gas. The pressure, AP, of
the added alkanes is in units of 1 x 10°8 Torr.
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where 1, is the lifetime of the trapped positrons
with no alkanes added, and A is a constant.
Shown in Fig. 4 are data for several of the alkane
molecules. In each case, A is approximately
independent of gas pressure, as assumed. The
most striking feature of the data is the large
increase in A when the size of the alkane molecule
is increased.

The annihilation rate, I', of positrons in
collision with atoms or molecules is historically
written in terms of the Dirac annihilation rate for
positrons in a free-electron gas;® ' = Zyprcry®,
where ¢ is the speed of light, r is the classical
radius of the electron, p is the number density of
the gas, and Z_g, which is the effective number of
electrons per molecule, takes into account details
of the electronic structure. In Fig. 5, we use our
measured data for A to infer Z /Z as a function of
the number of electrons, Z, in the alkane
molecule. The data indicate that Z . for dodecane
and hexadecane is approximately ﬁf x 10%. Also
shown in Fig. 4 are data for Z 4 for the smaller
alkane molecules measured in dense gases.



Figure 5 shows an increase in the annihilation
rate of over three orders of magnitude when the
size of the molecule is increased, and it-also shows
that this effect is not due simply to an increase in
the number of electrons.

This large enhancement in the annihilation
rate is not likely to be due to an enhancement of
the collision cross section, which might be
expected to scale with molecular size (i.e., ~ Z).
Thus, we were led to consider other possibilities,
such as a resonance or a bound state of the
positron and the molecules. The spin-averaged
lifetime of a positronium atom is T, ~ 0.5 ns.
Thus, we expect that if the resonance 1ifetime is of
the order of T_, the positron has unit probability
of annihilation. Since the alkane studies were
conducted at an N, gas pressue of 4.4 x 10°torr,
we expect, based on the positron cooling studies
described above, a characteristic cooling rate of
less than 0.2 sec. Thus the positrons are quite
cool--nearly at room temperature--during much of
the time when the positron population is decaying
exponentially.

MODEL OF THE POSITRON-MOLECULE
RESONANCES!

Since T is found to be insensitive to the
background N, pressure, the binding appears to
be due to a two-body process. Such processes
have been discussed in the context of the binding
of electrons to neutral molecules,®” and we are led
to a similar picture. The positrons have enough
energy to directly excite low-energy vibrational
modes in the large molecule, but they are not likely
to excite electronic excitations in the molecule or to
dissociate it. If we assume that the positron has an
energy affinity, €4, for the molecule, then the
incident positron energy plus some fraction or all
of £, can be used to excite vibrational modes, in
which case the positron will be attached to the
molecule.

A reasonable explanation of the observed
plateau in Z ¢/Z, shown in Fig. 4, when Zis
increased beyond Z = 74, is that, with increasing
size, the lifetime T, of the complex has become
comparable to the annihilation time (‘\:tm= ‘t;s). If
we make this assumPtion2 then we tind 4 cross
section of 6= 4 x 10716 cm? for the binding of the
positron and a molecule with Z =74 (i.e., nonane,
CgH,p). Our measurements of the cooling of the
positrons by the N, indicate that the inelastic,
e+ -N, vibrational cross section is of the order of
0.5 x 10-17 cm?2. Thus, a value of 4 x 1010 cm?
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FIG. 5. The quantity Z,./Z for alkane molecules
plotted as a function of the number of electrons,
Z, in the molecule; Z,./Z is the annihilation rate
per electron normalized by the Dirac annihilaton
rate expected in a free-electron gas. Filled circles
are alkane data from the present work; open circles
are from Ref. 3. The number of carbon atoms, n,
in the alkane molecules studied is indicated by the
upper scale. The solid square corresponds to
decahydronapthalene (C,; H;g), and the open
diamond to deuterated heptane &E’q Dy

for CgH,q does not seem unreasonable.

With the use of detailed-balance argum: nts8
(commonly referred to as RRKM theory)”, an
expression for T, has been derived for the case of
electrons bound to molecules. Adapted to the case
of positrons, it can be written in terms of the
positron affinity, €4, the incident positron energy,

., the number, &, of vibrational modes of the
molecule, and their total zero-point vibrational
energy, £,. In particular,

,tm-l = (me/n2 h3) Eilfl“&-'z:ifz l’e‘;/(EA +'Ez)]t
x o(g) I (g, &), 2)
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where I (g, €,) is a definite integralg; € = bg,, with
b a correction factor differing from unity by a few
tens of percent;9'10 and o(g,) is the excitation cross
section discussed above.

There are two features of Fig. 5 which can be
compared with Eq. (2) to yield esumates of the
positron affinity €,— the plateau beginning at Z =
74 and the slope of In () vs Z at small Z. Using
Eq. (2) for our posimon data at Z =74 with
g =0.04 eV, and assuming o(g;) = 4 x 1016 cm?,
L =81 (corrcspondinﬁg to Z =74), and 1, = 0.5
x 1095, we find €4/ €, =0.15. We now compare
the slope of the curve in Fig. 5 at small values of
Z o dIn (t,)/d.. Changes in Z are linearl
proporuonal to changes in & (ie., Al
(9/8) AZ). Thus, the dominant dependence of In
(T on Z will come from the [E,/(e +E,)]*factor
in Eq. (2), even if o(g;) and I(ei,alf‘havc some &
dependence. The observed linear slope in Fig. 5
will occur only if €4 = E,, indicating that €4
increases linearly with the size of the alkane
molecule. On comparing the data to Eq. (2), we
find €,/ €, = 0.12. For nonane with Z = 74, we
estimate €,= 6.8 ¢V and assume b = 0.7 (c.f,,
Ref. 10) to find that g, =0.6 £ 0.1 eV.11

The sign of €, is assumed to be such that the
positrons can form bound states with the
molecules. However, energy is conserved in the
two-body collisions studied here. Thus, the
positrons are not bound, since this would require
subsequent collisions to drain off the energy.
Instead, they form resonances in which the
positrons annihilate with increasing probability as
the lifetime of the resonance increases. The data
are consistent with the model presented here;
however, it is clear that further work is necessary.
In particular, it would be useful to have
calculations of both the magnitude of €, and its
dependence on molecular size for the case of
positrons bound to alkane molecules.

In the model presented above, both the nature
of the molecular vibrations, the vibrational density
of states, and the positron affinity, €,, play an
important role. We have now conducted a number
of experiments to study the effect of different
molecular species on the annihiladon rate, A. In
Table I, we present a summary of these resuits.
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One test of the model is to change the nature
of the molecular vibrations keeping the chemical
species the same. We did this by measuring the
value of A for a deuterated alkane and comparing
this result with that for a protonated version of the
same molecule. We expected that deuteration
would lower the frequencies of a sizable fraction
of the vibrational modes, thereby appreciably
lowering €,, while keeping €, approximately the
same. The result for heptane is A = 5.24 .5 torr™!
sec”! for C4D ¢ (shown as the open diamond in
Fig. 5) as compared with A = 6.4 for C; Hyg. In
contrast, Eq. (2) would predict that, for heptane, a
10% decrease in the frequencies of only 10% of
the modes would increase A by a factor of 2.6.
Thus the annihilation rate does not appear to be as
sensitive as we would expect to the vibrational
modes affected by the substitution of D for H.
Neither the sign nor the magnitude of the effect is
that which was expected.

Another possibility is that the low frequency
modes are important in the binding process. With
this in mind, the quantity A was measured for
toluene (CyHyg), a ring compound, and compared
with that for %eptane, the corresponding alkane,
with the same number of carbons. The result was
that A is the same for both molecules to within
20%. We also measured A for
decahydronapthalene, C, H,g, which is similar in
chemical structure to the alkanes but has a "bridge"
between two parts of the molecule, which we
expected would eliminate some of the low
frequency modes. As shown in Table I, the
measured annihilation rate for Cy, Hygis a factor

of 1.7 smaller than the 9-carbon alkane, nonane,
and therefore even smaller with respect to the
value expected for the corresponding 10-carbon
alkane. The quantity Z /Z for C 10 Hyg is shown
by the solid square in Pelg. 5, and it appears to lie
considerably below the alkane data.

In summary, the results of our tests of the
effect on T of changing the vibrational modes are
mixed. We had expected deuteration to increase
Tn» and it did not. On the other hand,
dlgcahydronapthalene has fewer low-frequency
vibrational modes than the corresponding
10-carbon alkane; and, from the physical picture
presented, we might expect this to lower the
probability of attachment. The data are consistent
with this idea. It is clear that further work is
necessary before we can claim to understand the
formaton of the positron-molecule resonances.



TABLE I

Annihilation Rate A (in torr-1 sec'l)
of Various Organic Molecules

Z
butane C4Hyg 34
pentane CsHyy 42
heptane C,Hyg 58
heptane (deuterated) C;Dyg 58
nonane Cy Hyg 74
dodecane Cip Hag 98
hexadecane CigHaa 130
glycerol C3H803 74
toluene C, Hg 50
decahydronapthalene C,;H;g 78
pump oil | - ' -
sebacic acid C1204Hyg 156

methyl ester
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We have also measured the annihilation rate
for glycerol (C3Hg05), which, in contrast to the
alkanes, has e?ectron orbitals not involved in
chemical bonding with appreciable electron density
isolated from the nuclei. This molecule was
measured to have a high value of A when
compared to the alkane with a comparable number
of carbon atoms. However, the value Z, g for
fixed Z is approximately that which we would
expect from the alkane data.

Finally, we measured A for both "pump oil"
and sebacic acid methyl ester; the latter is expected
to be a chemically similar molecule to the oil. In
both cases, A was larger than the largest alkane
studied. It is likely that oil molecules are the
source of the rapid positron annihilation rates
observed in our early experiments which led to the
study of the interaction of positrons and large
molecules described here.

POSITIVE ION FORMATION

The existence of the long-lived resonances
described above greatly enhances the probability
that a positron will annihilate with an electron on
the molecule. When this occurs, a positive ion of
the same molecular species will result. We have
directly observed the ions produced in this manner
using the simple channel-plate elecron multplier
as a detector in a time-of-flight mass spectrometer
as described above.

Shown in Fig. 6 is the channel-plate signal as
a function of tme, t, after the contents of the rap
are dumped when butane (C4H, ) is added to
region 0.7 The signal at zero storage time, which
1s typical of that when no butane is added, shows
a prompt peak at t=0, corresponding to the
trapped positrons, and a peak at 185 ps which
corresponds to N,*. The N,* ions are believed to
be formed in region I, when the positrons ionize
the N,. This signal decreases monotonically as a
function of storage time. Based on the simplest
calculation using the applied potentials, the
expected arrival time of the N,* would be 170 s,
which is 9% lower than that measured. When
CO, was introduced into the system, the expected
arrival time was also 9% lower, and so the
expected arrival times for all of the ions were
scaled by this factor in order to identify the ion
species detected.
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FIG. 6. Time-of-flight spectra of the ions

observed when the positron trap is dumped, for
the case where butane is added to region III. The
traces correspond to storage times of (a) O s,
(b) 0.5s,(c) 1s,and (d)2 s. The filling time
was 0.5 s, the N, pressure in region III was 0.5 x
10”7 Torr, and the butane pressure was 2.5 x 10”7

Torr. The identfication of the peaks and their
expected positions are indicated.



In addition to the e* and N,* signals, three
other ion peaks are evident 1n Fig. 6. Our
identification of these signals is 1r1d1cated above
the Figure. The decay time of the ion signals
1s stongly dependent on the applied magnetic
field. This is consistent with estimates of the
radial diffusion of these species out of the region
where they are detected by the channel plate. In
contrast, direct measurements of the radial
distribution of the e* show that they do not diffuse
appreciably on the time scale of the experiment.*

After about [ s, the dominant ion peak occurs
at 265 p.s and corresponds to butane ions,
C4H1 We have previously shown that the
anmhﬂanon rate of the posu:rons is directly
proportional to the C4H, density.! Thus, we
would _gxpect that the tune dependence of the
C4H;o™ could be descnbed by the solution of the
rate equations for the et and C4Hyg*, assuming
that the population of each decays exponenually in
t1me with the first feedmg the second (i.e.,
"parent- daughter decay" common in nuclear
physwz) We have conducted such an
analysis,“ and we find that this model does explain
the data.

The two other identifiable peaks in Fxg 6
appear to be H2O (150 ps) and C I—I7 (235
us).13 Water isa likely impurity in our vacuum
system and appears to play little or no role in the
dynamics of the other spec1es The rise time and
the amplitude of the C4 H signal are consistent
with it being generated by charge exchange
between the N2 and the butane, producing
C3H7 and other products We have carried out

an analysis of the N - C3H, *+ data similar to that
described above for the e C4H10+ data which
supports this hypothesis.

Shown in Fig. 7 are data for the ions
produced when heptane (C;H¢) is added to
region III. In this case, heptane ions are
observed, but never as the dominant peak which
appears to correspond to C H *. The
previously observed N,* , and C{Iﬁ
peaks are also evident. ’%‘he C4Hg" and C,
signals are approximately propomonal to each
other. They increase at early times as the
positrons disappear in a manner similar to that
described above for C4H,o*. These data indicate
that the positrons can bre p large molecules into
fragments. The details of this process remain to
be studied.
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The results presented here show that
positrons can be used to form positive ions from
large neutral molecules. Because of the formation
of long-lived e* -molecule resonances, the cross
sectons for these processes are much larger than
previously anticipated. Since the ion formation
process is qualitatively different than conventonal
techniques for forming positive ions, it may be
useful in obtaining additional information about
unknown molecular species when these molecules
are studied using mass spectrometry. It is also
possible that more detailed studies of the specific
ions formed from a given molecule after positron
annihilation may give insight into the nature of the
e* -molecule resonances themselves.

SUMMARY

We have presented data for the annihilation
rate of room-temperature positrons in the presence
of a combination of N, and large organic
molecules. The large anniﬁilation rates which we
observed have led us to conclude that the positrons
form long-lived resonances with the organic
molecules. These resonances are formed in
two-body collisions. If there were a third body to
carry away the excess energy, true bound states
would be formed. In any case, however, the
lifetime of the complex is limited to about 1 nsec,
due to annihilation of the positron with an electron
on the molecule.

We have discussed a model for the formation
and the lifetime, t_, of these resonances. The
model indicates that, for the alkanes, the
positron-molecule affinity €, is proportional to the
size of the molecule, and that, for nonane, Ep =
0.6 V. Specific tests of the model using different
chemical species and comparing deuterated and
protonated alkanes produced mixed results. It is

clear that more work in this area is warranted.

Finally, we have observed the positive ions
produced when a positron annihilates in one of
these resonances. This is a qualitatively new and
different method of positive ion production.
Details of this process and its potental applications
to mass spectrometry warrant further study.
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ABSTRACT

The use of monoenergetic positrons for the ionization of organic molecules
in the gas phase is described. The ionic products are analyzed with a time-of-
flight mass spectrometer and detected to produce a mass spectrum. The ionization
mechanisms which can be studied in this way include positron impact at energies
above the ionization limit of the target molecules, positronium formation in the
"Ore gap" energy range, and positron attachment at energies less than 1 eV. The
technique of positron ionization mass spectrometry (PIMS)! may have analytical
utility in that chemical selectivity is observed for one or more of these
processes.

INTRODUCTION

Theoretical predictions by Schrader?'® based on molecular orbital calculations
indicate that certain organic molecules will exhibit a positive affinity for low-
energy (<l eV) positrons. Higher-energy processes such as positronium formation
and positron impact ionization are expected to involve a nearly vertical Franck-
Condon transition from the ground state of the neutral molecule to the ionic
state, resulting in a highly excited ionic state and fragmentation of the
molecular ion.

Work by Surko, et al.® indicated that the trapping time of positrons in a
Penning trap was strongly correlated with the size (molecular weight) of simple
alkanes from butane to hexadecane at a pressure of 1077 to 10® Torr. Later
experiments® involving time-of-flight mass analysis indicated that low-energy
positron resonances were taking place, along with other processes.

We have designed and constructed a high-quality mass spectrometer to study
these processes more systematically and to demonstrate the analytical utility of
positron-induced ionization.

EXPERIMENTAL

The positron source for this work is based on the Oak Ridge Electron Linear
Accelerator®® and makes use of excess gamma-ray bremsstrahlung which induces pair
production in tungsten metal plates. The tungsten also serves as a moderator for
the positrons which are re-emitted at approximately 2.5 eV with a narrow energy
spread. The positrons are then accelerated to 3000 eV and transported to an
experimental room 11 meters away by means of solenoids. The 3000 eV positrons are

285

PRECEDING PAGE BLANK NOT FILMED



then electrostatically deflected by 60 degrees into the ion source chamber of the
time-of-flight mass spectrometer (TOFMS).

In our initial studies!, this 3000 eV beam was allowed to traverse the
ionization volume of the TOFMS ion source and strike a tungsten moderator operated
in the reflection mode. Numerous spectra were obtained in this way which resulted
from positron impact ionization by the 3000 eV beam.

A change in geometry allowed us to eliminate this impact ionization background
and concentrate on the low-energy attachment process. This was accomplished by
allowing the 3000 eV beam to strike a 1000 Angstrom thick tungsten film which acts
as a transmission moderator®. A fraction of the positrons (10-30%) emerge on the
other side of this film at 2.5 eV. These are then injected into a miniature
Penning trap through a molybdenum grid which allowed us to select the energy of
the positrons in the trap in the range of 0.1 to 3 eV.

The positron trapping ion source consists of a metal block with two end grids
biased +5 V and an axial magnetic field of 10-60 Gauss to confine the low-energy
positrons. Ions which are formed in the trap are extracted after 10 to 30
microseconds of positron trapping and are accelerated into the TOFMS flight tube
which is 1 meter long. The ions are detected with a channelplate and the anode
signal acts as a stop signal for a bank of 8 time-to-digital converters operated
in ripple fashion,

RESULTS AND DISCUSSION

Figure 1 shows the spectrum of toluene obtained with the trapping ion source,
where the positron energy was estimated to be less than 1 eV. The spectrum
consists of only one peak corresponding to the molecular ion (but possibly at m/z
= M-1) and virtually no fragment ions. This is strong evidence for a "soft
ionization" process in which the intermediate state (before annihilation)
resembles the ionic state. The positron impact spectrum of toluene using 3000 eV
positrons resembles the conventional electron impact spectrum in which fragment
ions are seen at lower masses.

CONCLUSIONS

The initial results with our PIMS system are encouraging. We have successfully
demonstrated positron impact ionization and have seen strong evidence for low-
energy positron attachment. Future studies will center on measuring the
crossections for a number of organic molecules as a function of positron energy.
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Figure 1. Low-energy positron ionization spectrum of toluene.
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Positron Annihilation Induced Auger Electron Spectroscopy

Alex Weiss, A.R. Koymen, David Mehl, K.O. Jensend, Chun Lei and K. H. Lee
Physics Department, The University of Texas at Arlington, Arlington Texas 76019

Recently, Weiss et al. have demonstrated that it is possible to excite Auger transitions by
annihilating core electrons using a low energy (less than 30eV) beam of positrons. This
mechanism makes possible a new electron spectroscopy, Positron annihilation induced
Auger Electron Spectroscopy (PAES). The probability of exciting an Auger transition 1s
proportional to the overlap of the positron wavefunction with atomic core levels. Since the
Auger electron energy provides a signature of the atomic species making the transition,
PAES makes it possible to determine the overlap of the positron wavefunction with a
particular element. PAES may therefore provide a means of detecting positron-atom
complexes. Measurements of PAES intensities from clean and adsorbate covered Cu
surfaces are presented which indicate that ~5% of positrons injected into Cu at 25¢V

produce core annihilations that result in Auger transitions.

1. Introduction

The Auger process is a nonradiative transition in
which an atom with a inner shell hole relaxes by
filling this hole with an less tightly bound electron
while simultaneously emitting another electron (the
Auger electron) which carries off the excess energy.
The energy of the Auger elc;kcl:ron is given by the
equation, Exyz =Ex - Ey " - EZ* where Ex is
the binding energy of the electron removed to form
the original inner shell hole, and Ey™, Ez* are the

binding energies associated with the two hole final
state.  Because the energy levels of different
elements are in general unique, the elemental
identity of an atom may be deduced from the
energies of the Auger electrons emitted as a result of
core hole excitations. This fact along with the short
escape depth of low energy electrons has been
exploited in the widely used surface analysis tool,
Auger Electron Spectroscopy (AES).

Conventional Electron induced Auger Electron

Spectroscopy (EAES) makes use of high energy
electrons to collisionally ionized the atom.
However in many instances the utility of EAES is
limited by problems associated with the large
secondary electron background and the lack of
surface specificity inherent in the EAES excitation
process. Recently, Weiss et al*have demonstrated
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that Auger electrons can be excited with high
efficiency by using low energy positrons to produce
the core hole excitations necessary for Auger
electron emission by matter - antimatter annihilation.
This process makes possible a new surface
spectroscopy, Positron annihilation induced Auger
Electron Spectroscopy (PAES) which has
significant advantages over conventional EAES in
some systems. In the remainder of the paper we
will describe experiments which demonstrate the
potential advantages of the PAES technique. We the
describe theoretical calculations from which we
estimate the efficiency with which positrons induce
Auger transitions. This estimate is then compared
to experimental values. The paper concludes with a
discussion of the possible use of PAES to detect
positron -atom or positron - molecule bound states

imination of ondary Electron Backgroun.
The PAES technique can be used to eliminate the
large secondary electron background that limits the
sensitivity and accuracy of conventional methods of
Auger Electron Spectroscopy (AES).!-3 In PAES,
the core hole excitations necessary for AES are
generated by matter-antimatter annihilation and not
by collisional processes. It is therefore possible to
use an incident beam energy well below the Auger
electron energy thus precluding the creation of
secondary electrons in the energy range of the
Auger signal. In contrast, in conventional electron



stimulated Auger electron spectroscopy, (EAES),
the incident beam energy must be in excess of the
Auger electron energy which makes it impossible to
avoid creating a large secondary electron
background. The large improvement in signal to
background that can be obtained using PAES is
demonstrated in Figure 1. which compares Auger
spectra obtained using positron excitation to that
using conventional EAES. Both spectra were
obtained using the UTA positron Auger system.
Signal to background levels of greater than 40:1
were obtained (more than a factor of 80
improvement over conventional methods of AES).
The improved signal-to -background allows PAES
data to be taken with beam currents several orders
of magnitude less than in conventional electron
excited Auger (EAES). The low currents and low
beam energies used in PAES allow the energy dose
require to obtain data to be reduced four to six
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Fig. 1. Comparison of Conventional

EAES and PAES spectra. Note the large
increase in signal to background for the
Cu M 3VV peak obtained using PAES.

orders of magnitude as compared to EAES. This
will permit the use of PAES in fragile systems
where conventional methods of AES are severely
limited.

Surface Selectivity: Positron annihilation induced

Auger spectroscopy displays enhanced surface
selectivity.3:4 This selectivity is due to the
restriction of the excitation volume to the top atomic
layer due to localization of the positron. This is in
contrast to conventional Auger in which the
excitation volume extends hundreds of atomic layer
below the surface. EAES acquires its surface
sensitivity solely from the 4-20% escape depth of
the Auger electron. The intensity of the Cu Mp 3VV

PAES signal decrease by a factor of 4 with the
addition of a 1/2 monolayer of S on the surface (see
figure 2). This is contrasted with only a 25%
decrease in the EAES signal caused by the
overlayer. These results were accounted for by
theoretical calculations which show that the positron
wavefunction is pushed away from the Cu surface
causing the decrease in PAES intensity. These same
calculations demonstrate that as much as 97% of the
Auger signal will originate in the top atomic layer
using PAES as compared to about 50% using
conventional AES techniques.

Theoretical Calculations: Theoretical calculations
were carried out” to determine the expected
magnitude of PAES intensities. In addition,
detailed surface calculations were carried out in
support of our experimental measurements of the
surface selectivity for PAES results to determine the
spatial extent of the positron wavefunction and the
degree of surface selectivity that could be attained
with PAES.3.4 Calculations using a corrugated
mirror model for the positron surface potential were
performed on clean metal and overlayer on metal
surfaces producing good agreement with
experimental results.

Nearly all Cu 3p holes decay via emission of an
M3 3 VV Auger electron (energy ~ 60eV) since the

radiative transition probability is extremely small.3
For clean Cu(100) and Cu(110) the annihilation
probabilities for the 3s and 3p electrons are
calculated to be p3g = 0.83% and p3p = 3.0%,

respectively. Putting in the relevant Auger transiton
rates we estimate that, ¢ \q73yy. the probability of

a positron trapped in a surface state causing the a
M 3VV Auger transition is ~3.6%. The
annihilation probabilities for the deeper lying 2s and
2p levels are two orders of magnitude lower. The
calculations also indicate that core annihilations take
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place primarily in the top surface layer, with about
5% and 20% of the total rate arising from second or
deeper layers for Cu(100) and Cu(110),
respectively.

For the purpose of making a comparison with

theoretical calculations, we estimate & \(23yVy aS

follows9: an integral over the energy spectrum of
the PAES Cu M3 3 VV Auger peak was compared
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Figure 2. PAES spectra obtained from
clean and adsorbate covered Cu. The
large decrease in the Cu signal with
overlayer coverage demonstrates the top
layer selectivity of PAES.

to an integral over the positron induced secondary
electron peak. The secondary electron peak was
obtained with the sample at -60V, so the electrons
pass through the spectrometer at approximately the
same energy as the Auger electrons. The positrons
were incident with a kinetic energy of 80¢V.
Measurements of positron induced secondary
electron emission from Ni at an angle of 50° to
normal incidence allowed an estimate of the ratio of

secondary electrons per incident positron, é, in this
experiment. The measured ratio of the Auger yield
to the secondary yield was then substituted into a
formula® which takes into account detector solid

angle and efficiencies to give: Omp 3 = 5.6%.

Part of the discrepancy between this value and the
theoretically calculated value of 3.6% may be due to
neglect of the many-body enhancement factor.

It is interesting to speculate on the possibility using
PAES as a means of signaling the existence of a
positron-atom or positron-molecule bound state.
Since the overlap of the positron wavefunction with
the core levels of an atom should be enhanced if the
positron were bound to that atom, the existence of a
bound state would be signaled by an increase in the
PAES intensity. It may be possible to test this
hypothesis by using a very low energy beam of
positrons incident on atoms or molecules
physisorbed on a metallic substrate.
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